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Appendix F    Additional Asymptotic Results

This Appendix provides general results for Sieve-SMM estimates for other sieve bases and bounded moment functions. It adapts existing results from the sieve literature to a continuum of bounded complex-valued moments and extends them to a more general class of dynamic models. The following definition gives the two measures of dependence used in the results.

Definition F4 ($\alpha$-Mixing and Uniform $\alpha$-Mixing). For the sample observations $(y_t)_{t \geq 1}$, the $\alpha$-mixing coefficients are defined as:

$$\alpha(m) = 2 \sup_{t \geq 1} \sup_{y_1, y_2 \in \mathbb{R}^d_y} \left| P(y_t \geq y_1, y_{t+m} \geq y_2) - P(y_t \geq y_1) P(y_{t+m} \geq y_2) \right|.$$

$(y_t)_{t \geq 1}$ is $\alpha$-mixing if $\alpha(m) \to 0$ when $m \to \infty$.

For the simulated samples $(y(\beta)_t^*)_{t \geq 1}$ indexed by $\beta \in \mathcal{B}$ the uniform $\alpha$-mixing coefficients are defined as:

$$\alpha^*(m) = 2 \sup_{t \geq 1} \sup_{\beta \in \mathcal{B}} \sup_{y_1, y_2 \in \mathbb{R}^d_y} \left| P(y_t^*(\beta) \geq y_1, y_{t+m}(\beta) \geq y_2) - P(y_t^*(\beta) \geq y_1) P(y(\beta)^*_{t+m} \geq y_2) \right|.$$

$(y_t^*(\beta))_{t \geq 1}$ is uniformly $\alpha$-mixing if $\alpha^*(m) \to 0$ when $m \to \infty$.

F.1    Consistency

Recall that the Sieve-SMM estimator $\hat{\beta}_n$ satisfies:

$$\hat{Q}_n^S(\hat{\beta}_n) \leq \inf_{\beta \in \mathcal{B}_h(n)} \hat{Q}_n^S(\beta) + O_p(\eta_n)$$

where $\eta_n = o(1)$. The sample objective function is:

$$\hat{Q}_n^S(\beta) = \int \left| B\hat{\psi}_n(\tau) - B\hat{\psi}_n^S(\tau, \beta) \right|^2 \pi(\tau) d\tau$$

As in the main results, there is a sequence of population objective functions:

$$Q_n(\beta) = \int \left| \mathbb{E} \left( B\hat{\psi}_n(\tau) - B\hat{\psi}_n^S(\tau, \beta) \right) \right|^2 \pi(\tau) d\tau.$$

$Q_n$ may depend on $n$ when $y_t^*$ is non-stationary. The following three assumptions are adapted from the high-level conditions in [Chen 2007, 2011] and [Chen & Pouzo 2012] to a continuum of of moments [Carrasco & Florens 2000, Carrasco et al. 2007].
Assumption F8 (Sieves). \{B_k, k \geq 1\} is a sequence of non-empty compact subsets of \(B\) such that \(B_k \subseteq B_{k+1} \subseteq B, \forall k \geq 1\). There exists an approximating sequence \(\Pi_{k(\epsilon)} \beta_0 \in B_k\) such that \(\|\Pi_{k(\epsilon)} \beta_0 - \beta_0\|_B = o(1)\) as \(k(n) \to \infty\).

Assumption F9 (Identification). i) \(\lim_{n \to \infty} \mathbb{E} \left( \hat{\psi}_n^2(\tau, \beta) - \psi_n(\tau) \right) = 0\) a.s. \(\Leftrightarrow \|\beta - \beta_0\|_B = 0\). The null space of \(B\) is the singleton \(\{0\}\). ii) \(Q_n(\Pi_{k(\epsilon)} \beta_0) = o(1)\) as \(n \to \infty\). iii) There exists a function \(g\) such that for all \(\epsilon > 0\): \(g(k(n), n, \epsilon) = \inf_{\beta \in B_k(\epsilon)} \|\beta - \beta_0\|_B \geq \epsilon Q_n(\beta),\) \(g\) is decreasing in the first and last argument and \(g(k(n), n, \epsilon) > 0\) for all \(k(n), n, \epsilon > 0\).

Assumption F10 (Convergence Rate over Sieves). There exists two constants \(C_1, C_2 > 0\) such that, uniformly over \(h \in B_k(\epsilon)\): \(Q_n^{\beta}(\beta) \leq C_1 Q_n(\beta) + O_p(\delta_n^2), Q_n(\beta) \leq C_2 Q_n(\beta) + O_p(\delta_n^2)\) and \(\delta_n^2 = o(1)\).

Theorem F4 (Consistency). Suppose Assumptions F8-F10 hold. Furthermore, suppose that \(h \to Q_n(\beta)\) is continuous on \((B_k(\epsilon), \|\cdot\|_B)\). If \(k(n) \to \infty\) and for all \(\epsilon > 0\) the following holds:

\[
\max(\eta_n, Q_n(\Pi_{k(\epsilon)} \beta_0), \delta_n^2) = o(g(k(n), \epsilon)).
\]

Then the estimator \(\hat{\beta}_n\) is consistent: \(\|\hat{\beta}_n - \beta_0\|_B = o_p(1)\).

Theorem F4 is a direct consequence of the general consistency Lemma in Chen & Pouzo (2012) reproduced as Lemma G12 in the next appendix. Assumption F8 is standard and satisfied by the mixture sieve, the Hermite polynomial basis of Gallant & Nychka (1987) or the cosine basis as in Bierens & Song (2012). See e.g. Chen (2007) for further examples of sieve bases and their approximation properties. The choice of moments \(\hat{\psi}_n\) and the restrictions on the parameter space \(B\) are assumed to ensure identification in Assumption F9. Verifying Assumption F10 is more challenging in this setting because of the dynamics and the continuum of moments. Furthermore, the rate for \(Q_n(\Pi_{k(\epsilon)} \beta_0)\) needs to be derived. The following proposition derives the rate for iid data under an additional restriction.

Proposition F1. If \(y^*_t\) is iid and depends on \(f\) only through \(e^*_t\), i.e. \(y_t^* = g_{obs}(x_t, \theta, e^*_t)\) with \(e^*_t \sim f\), then for \(Q_n\) based on the CF:

\[
Q_n(\Pi_{k(\epsilon)} \beta_0) \leq 2M_B^2 \|\Pi_{k(\epsilon)} f_0 - f_0\|_{TV}^2
\]

where \(TV\) is the total variation norm: \(\|\Pi_{k(\epsilon)} f_0 - f_0\|_{TV} = \int \|\Pi_{k(\epsilon)} f_0(\varepsilon) - f_0(\varepsilon)\| d\varepsilon\).

\footnote{A more general rate for \(Q_n(\Pi_{k(\epsilon)} \beta_0)\) will be given in Proposition F3}
Remark F17. Proposition F1 can be restated in terms of Hellinger distance by the inequality 
\[ \|\Pi_{k(n)} f_0 - f_0\|_{TV} \leq 2d_H(\Pi_{k(n)} f_0, f_0). \] Pinsker’s inequality gives a similar relationship for the Kullback-Leibler divergence: 
\[ \|\Pi_{k(n)} f_0 - f_0\|_{TV} \leq \sqrt{2KL(\Pi_{k(n)} f_0, f_0)}. \]

Assumption F11 (Smoothness, Dependence, Complexity). Suppose that:

i. (Smoothness) For \( P \geq 2 \), \( \beta \rightarrow \hat{\psi}^s(\tau, \beta) \) is \( L^p \)-smooth. That is, there exists \( C > 0, \eta > 0 \) and \( \gamma \in (0, 1) \) such that for all \( \tau \in \mathbb{R}^d \) and all \( \delta > 0 \):
\[
\sup_{t \geq 1} \left[ \mathbb{E} \left( \sup_{\beta_1, \beta_2 \in \mathcal{B}, \|\beta_1 - \beta_2\|_{\mathcal{B}} \leq \delta} \left| \hat{\psi}^s_t(\tau, \beta_1) - \hat{\psi}^s_t(\tau, \beta_2) \right| \pi(\tau)^{1/(2+\eta)} \right)^P \right]^{1/P} \leq C \delta^\gamma
\]
and \( \int \pi(\tau)^{1-2/(2+\eta)} d\tau < \infty \).

ii. (Dependence) \( (y_s, x_t) \) and \( (y_t, x_t) \) are either iid or uniformly \( \alpha \)-mixing with \( \alpha^*(m) \leq C \exp(-am) \) for all \( m \geq 1 \) with \( C, a > 0 \).

iii. (Complexity) The moment function is uniformly bounded: \( |\hat{\psi}^s(\tau, \beta)| \leq M \) for all \( \tau, \beta \) and some \( M > 0 \). One of the following holds:

a. if \( (y_t, x_t) \) is iid, the integral
\[
\sqrt{C_n} := \int_0^1 \sqrt{1 + \log N \left( x^{1/\gamma}, \mathcal{B}_{k(n)}, \| \cdot \|_\mathcal{B} \right)} dx
\]
is such that \( C_n/n \rightarrow 0 \).

b. if \( (y_s, x_t) \) is dependent, the integral
\[
\sqrt{C_n} := \int_0^1 \left( x^{-\beta/2} \sqrt{\log N \left( x^{1/\gamma}, \mathcal{B}_{k(n)}, \| \cdot \|_\mathcal{B} \right) + \log^2 N \left( x^{1/\gamma}, \mathcal{B}_{k(n)}, \| \cdot \|_\mathcal{B} \right)} \right) dx
\]
is such that \( C_n/n \rightarrow 0 \).

Where the covering number \( N(x, \mathcal{B}_{k(n)}, \| \cdot \|_\mathcal{B}) \) is the minimal number of balls of radius \( x \) in \( \| \cdot \|_\mathcal{B} \) norm needed to cover the space \( \mathcal{B}_{k(n)} \).

Assumption F11 provides conditions on the moments \( \hat{\psi}_n \), the weights \( \pi \), the dependence and the sieve space to ensure Assumption F10 holds. Condition i. assumes that the moments are \( L^p \)-smooth. Note that the condition involves \( \pi \), the moments themselves need not be uniformly \( L^p \)-smooth. An additional requirement is given for \( \pi \) to handle the continuum of moments. Giving the condition on the moments rather than the DGP itself as in the main results in more common (Duffie & Singleton, 1993, see e.g.) in the literature. The two are actually related, as shown in the following remark.
Remark F18 (Lp-Smoothness of the Moments and the DGP). For the empirical CF, smoothness of the moment function directly relates to smoothness of the data generating process: i.e. Lp-smoothness of $\beta \to y_t^*(\beta)$ implies Assumption F11 i. It is a direct implication of the sine and cosine functions being uniformly Lipschitz on the real line:

$$
\left| \psi_t^*(\tau, \beta_1) - \psi_t^*(\tau, \beta_2) \right| \pi(\tau)^{1/(2+\eta)} \leq 2\|\pi'(y_t^*(\beta_1), x_t) - \pi'(y_t^*(\beta_2), x_t)\| \pi(\tau)^{1/(2+\eta)} \leq 2 \sup_{\tau \in \mathbb{R}} \left( \|\tau\|_\infty \pi(\tau)^{1/(2+\eta)} \right) \times \|y_t^*(\beta_1) - y_t^*(\beta_2)\|.
$$

This is the basis for the main results presented in Section 3.

Examples of DGPs and moments satisfying condition i. are given in Appendix F.4.

Assumption F11, condition ii. is satisfied under the geometric ergodicity condition of Duffie & Singleton (1993) as shown in Liebscher(2005)'s Propositions 2 and 4. Note that Liebscher’s result holds whether $(y_t, x_t)$ is stationary or not.

Assumption F11, condition iii. hold for linear sieves with $k(n)/n \to 0$ in the iid case and $k(n)^4/n \to 0$ in the dependent case. For non-linear sieves such as mixtures and neural networks the condition becomes $k(n) \log[k(n)]/n \to 0$ in the iid case and $(k(n) \log[k(n)])^4/n \to 0$ in the dependent case. The following Proposition F2 relates the low-level conditions in Assumption F11 to Assumption F10

**Proposition F2.** Suppose that Assumption F11 holds, then Assumption F10 holds with $\delta_n^2 = C_n/n$.

Given this proposition, Corollary F3 is a direct consequence of Theorem F4

**Corollary F3.** Suppose Assumptions F8-F9 and F11 hold. Furthermore, suppose that $\beta \to Q_n(\beta)$ is continuous on $(B_{k(n)}, \| \cdot \|_B)$. If $k(n) \to \infty$ and for all $\varepsilon > 0$ the following holds:

$$
\max \left( \eta_n, Q_n(\Pi_{k(n)}\beta_0), \delta_n^2 \right) = o \left( g(k(n), \varepsilon) \right)
$$

then the estimator $\hat{\beta}_n$ is consistent:

$$
\|\hat{\beta}_n - \beta_0\|_B = o_p(1).
$$

**Proposition F3.** Suppose that the Lp-smoothness in Assumption F11 i. is satisfied, then there exists $K > 0$ which only depends on $C$ and $\eta$, defined in Assumption F11 i., $M_B$ and $\pi$ such that:

$$
Q_n(\Pi_{k(n)}\beta_0) \leq K \left( \|\Pi_{k(n)}\beta_0 - \beta_0\|_B^{2\gamma} + Q_n(\beta_0) \right).
$$
The rate in Proposition \textbf{F3} is different from the main results because the $L^p$-smoothness assumption is given on the moments rather than the DGP itself. Also, in Assumption \textbf{F3} the $L^p$-smoothness constant does not increase with $k(n)$ so that the decay condition is not required to derive the rate.

For iid and stationary $(y^t_t)_{t \geq 1}$, $Q_n(\beta_0) = 0$ should generally hold so the rate at which $Q_n(\Pi_{k(n)}\beta_0)$ goes to zero only depends on the smoothness $\gamma$ and the approximation rate of $\beta_0$. When the $L^p$-smoothness coefficient is $\gamma = 1$, the rate is similar to Proposition \textbf{F1} while for $\gamma \in (0, 1)$ the rate is slower. In the non-stationary case $Q_n(\beta_0)$ will depend on the rate at which $f_{y^t_t, x_t}$ convergences to the stationary distribution.

\textbf{F.2 Rate of Convergence}

This section establishes the rate of convergence of the estimator in the weak norm of \textit{Ai \\& Chen (2003)} and the strong norm $\| \cdot \|_{B}$. As in \textit{Chen \\& Pouzo (2012)}, assuming consistency holds, the parameter space can be restricted to a local neighborhood $B_{os} = \{ \beta \in B, \| \beta - \beta_0 \|_B \leq \epsilon \}$ with $\epsilon > 0$ small such that $\mathbb{P}(\hat{\beta}_n \notin B_{\epsilon}) < \epsilon$. Similarly let $B_{osn} = B_{os} \cap B_{k(n)}$.

\textbf{Assumption F12 (Differentiability).} Suppose that for all $\beta_1, \beta_2 \in B_{os}$, the pathwise derivative:

$$\lim_{\epsilon \in (0, 1), \epsilon \to 0} \int \left| B \frac{d}{d\beta} \left( \psi_n^S(\tau, (1 - \epsilon)\beta_1 + \epsilon \beta_2) - \psi_n^S(\tau, \beta_1) \right) \right|^2 \pi(\tau)d\tau$$

exists and is finite.

Following \textit{Ai \\& Chen (2003)}, the weak norm measure uses the pathwise derivative of the moments at $\beta_0$:

$$\| \beta_1 - \beta_2 \|_{weak} = \left( \int \left| B \frac{d}{d\beta} \psi_n^S(\tau, \beta) \right|_{\beta = \beta_0} [\beta_1 - \beta_2]^2 \pi(\tau)d\tau \right)^{1/2}.$$ 

Suppose that there exists a $C > 0$ such that for all $\beta \in B_{os}$ and all $n \geq 1$:

$$\| \beta - \beta_0 \|_{weak} \leq C Q_n(\beta).$$

Assumption \textbf{F12} implies that $\| \cdot \|_{weak}$ is Lipschitz continuous with respect to the population criterion $Q_n$ as in \textit{Chen \\& Pouzo (2012)’s} Assumption 4.1. Under Assumption \textbf{F12}, the
rate of convergence is easier to derive in $\| \cdot \|_{\text{weak}}$ than in the stronger norm $\| \cdot \|_B$. However, a sufficiently fast rate of convergence in the stronger norm will be required for the stochastic equicontinuity results, since the strong norm $\| \cdot \|_B$ appears in $L^p$-smoothness Assumption \[F11\]. The two convergence rates are related by the local measure of ill-posedness of Blundell et al. (2007).

**Definition F5** (Local Measure of Ill-Posedness of Blundell et al. (2007)). The local measure of ill-posedness $\tau_n$ is:

$$
\tau_n = \sup_{\beta \in B_{os}; \beta \neq 0} \frac{\| \beta - \Pi_k \beta_0 \|_B}{\| \beta - \Pi_k \beta_0 \|}. 
$$

The following theorem adapts the results of Chen & Pouzo (2012) to the continuum of moments with simulated data.

**Theorem F5** (Rate of Convergence). Suppose that Assumptions F8, F9, F11 and F12 are satisfied and suppose that $\eta_n = o(\delta_n^2)$. Let $\beta_0, \Pi_k \beta_0 \in B_{os}$, then we have the rate of convergence in weak and strong norm:

$$
\| \hat{\beta}_n - \beta_0 \|_{\text{weak}} = O_p \left( \max \left( \delta_n, \| \Pi_k \beta_0 - \beta_0 \|_B^2 \sqrt{Q_n(\beta_0)} \right) \right) \quad \text{and}
$$

$$
\| \hat{\beta}_n - \beta_0 \|_B = O_p \left( \| \Pi_k \beta_0 - \beta_0 \|_B + \tau_n \max \left( \delta_n, \| \Pi_k \beta_0 - \beta_0 \|_B^2 \sqrt{Q_n(\beta_0)} \right) \right).
$$

The rate $\delta_n$ is derived in Proposition F2 for linear sieves with iid data $\delta_n = \sqrt{k(n)/n}$ and $\delta_n = k(n)^2/\sqrt{n}$ in the dependent case. The rate $\| \Pi_k \beta_0 - \beta_0 \|_B^2$ depends on the approximation rate $\| \beta_0 - \Pi_k \beta_0 \|_B$ and the $L^p$-smoothness of the objective function. In the iid and stationary case, $Q_n(\beta_0) = 0$ is not a concern for the rate of convergence.

**Proposition F4.** Suppose that $(y^i_t, x_t)_{t \geq 1}$ is geometrically ergodic for $\beta = \beta_0$ and the moments are bounded $|\hat{\psi}^i_\tau(\tau, \beta_0)| \leq M$ for all $\tau$ then $Q_n(\beta_0) = O(1/n^2)$.

Proposition F4 shows that $Q_n(\beta_0)$ is negligible under the geometric ergodicity condition of Duffie & Singleton (1993): since $\delta_n$ is typically larger than a $O(1/\sqrt{n})$ term, $Q_n(\beta_0) = O(\delta_n^2)$.

**Corollary F4.** Suppose that the assumptions of Theorem F5 and the $(y^i_t, x_t)$ are iid, stationary or geometrically ergodic then the rate of convergence is:

$$
\| \hat{\beta}_n - \beta_0 \|_B = O_p \left( \| \Pi_k \beta_0 - \beta_0 \|_B + \tau_n \max \left( \delta_n, \| \Pi_k \beta_0 - \beta_0 \|_B^2 \sqrt{Q_n(\beta_0)} \right) \right).
$$

The rate of convergence can be further improved for static models with iid data under the assumptions of Proposition F1 as shown in the Corollary below.

**Corollary F5.** Suppose that the assumptions of Theorem F5 and Proposition F1 are satisfied then:

$$
\| \hat{\beta}_n - \beta_0 \|_B = O_p \left( \| \Pi_k \beta_0 - \beta_0 \|_B + \tau_n \max \left( \delta_n, \| \Pi_k f_0 - f_0 \|_{TV} \right) \right).
$$
F.3 Asymptotic Normality

As in Chen & Pouzo (2015), this section gives asymptotic normality results for functionals \( \phi \) of the estimates \( \hat{\beta}_n \). In order to conduct inferences, standard errors \( \sigma^*_n \) are derived such that:

\[
\frac{\sqrt{n}}{\sigma^*_n} \left( \phi(\hat{\beta}_n) - \phi(\beta_0) \right) \xrightarrow{d} N(0,1).
\]

As in the main results, to reduce notation the following will be used:

\[
\psi_{\beta}(\tau, v) = \frac{d}{d\beta} \mathbb{E} \left[ \hat{\psi}_n S_n^\beta(\tau, \beta_0) \right],
\]

where \( v \) is a vector in \( V \) or \( \bar{V}_n \) defined as in the main results. The sieve representer \( v^*_n \) is also defined as in the main results.

**Definition F6 (Sieve Score, Sieve Variance, Scaled Sieve Representer).** The **Sieve Score** \( S^*_n \) is defined as:

\[
S^*_n = \frac{1}{2} \int \left[ B\psi_\beta(\tau, v^*_n)BZ^S_n(\tau) + B\psi_\beta(\tau, v^*_n)BZ^S_n(\tau) \right] \pi(\tau) d\tau.
\]

The sieve variance is \( \sigma^*_n = n \mathbb{E} (|S^*_n|^2) \). The scaled sieve representer is \( u^*_n = \frac{v^*_n}{\sigma^*_n} \).

As in the main results, the equivalence condition below is required.

**Assumption F13 (Equivalence Condition).** There exists \( a > 0 \) such that \( \forall n \geq 1: \)

\[
a \| v^*_n \|_{weak} \leq \sigma^*_n.
\]

Furthermore assume that \( \sigma^*_n = o(\sqrt{n}) \).

An discussion of this condition is given in Appendix F.5. The last part imposes that \( k(n) \) does not increase too fast with \( n \) to control the variance of the sieve score.

**Remark F19 (On the equivalence condition).** Since \( \hat{\psi}_t \) is bounded, the data is \( \alpha \)-mixing and the simulations are geometrically ergodic there also exists a \( \bar{a} > 0 \) such that \( \sigma^*_n \leq \bar{a} \| v^*_n \|_{weak} \).

Hence under Assumption F13 the following holds \( \sigma^*_n \approx \| v^*_n \|_{weak} \). To prove this statement, note that the Cauchy-Schwarz inequality implies:

\[
\sigma^*_n \leq \sqrt{2n} \mathbb{E} \left( \left[ \int |B\psi_\beta(\tau, v^*_n)| \times |B\hat{\psi}_n S(\tau, \beta_0) - B\hat{\psi}_n(\beta_0)| \pi(\tau) d\tau \right]^2 \right]^{1/2} \leq \sqrt{2} \left[ \int |B\psi_\beta(\tau, v^*_n)|^2 \pi(\tau) d\tau \right]^{1/2} \mathbb{E} \left[ \left( \int n |B\hat{\psi}_n S(\tau, \beta_0) - B\hat{\psi}_n(\beta_0)|^2 \pi(\tau) d\tau \right) \right]^{1/2}
\]
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The first term in the product is $\|v_n^*\|_{\text{weak}}$. The second term is bounded by noting that for all $\tau \in \mathbb{R}^d$:

$$nE|B\hat{\psi}_n^S(\tau, \beta_0) - E(B\hat{\psi}_n^S(\tau, \beta_0))|^2 \leq 1 + 24 \sum_{m \geq 1} \alpha(m)^{1/p} < \infty.$$ 

for any $p > 1$ by Lemma G13, picking $p = 1/2$ implies:

$$E\left(\int n|B\hat{\psi}_n^S(\tau, \beta_0) - B\hat{\psi}_n(\beta_0)|^2 \pi(\tau) d\tau\right) \leq \left(1 + 24 \sum_{m \geq 1} \sqrt{\alpha(m)}\right)$$

which yields $\alpha = \sqrt{4 + 96 \sum_{m \geq 1} \sqrt{\alpha(m)}}$.

**Assumption F14** (Undersmoothing, Convergence Rate). Let $\delta_{sn} = \|\hat{\beta}_n - \beta_0\|_B$ the convergence rate in strong norm.

i. **Undersmoothing:** $\|\hat{\beta}_n - \beta_0\|_{\text{weak}} = O_p(\delta_n)$ and $\delta_{sn} = \|\Pi_k(n) \beta - \beta_0\|_B + \tau_n \delta_n$.

ii. **Sufficient Rate:** $\delta_n = o(n^{-1/4})$.

iii. The convergence rate in weak norm $\delta_n$ and in strong norm $\delta_{sn}$ are such that:

$$(M_n \delta_{sn})^\gamma \sqrt{C_{sn}} = o(1) \quad (F.2)$$

$$\sqrt{n}M_n^{1+\gamma} \delta_n^\gamma \sqrt{C_{sn}} \max \left(M_n \delta_n, \frac{1}{\sqrt{n}}\right) = o(1) \quad (F.3)$$

where

$$\sqrt{C_{sn}} = \int_0^1 \left(x^{-\theta/2} \sqrt{\log N([xM_n\delta_{sn}]^{1/\gamma}, B_k(n), \|\cdot\|_B)} + \log^2 N([xM_n\delta_{sn}]^{1/\gamma}, B_k(n), \|\cdot\|_B)\right) dx$$

and $M_n = \log \log(n + 1)$ for all all $n \geq 1$.

Assumptions F14 i., ii. are common in the (semi)-nonparametric literature. Assumption F14 iii. ensures that a stochastic equicontinuity holds. It is needed several times throughout the proofs (see Lemma G17), in most cases the less demanding condition (F.2) is sufficient. Condition (F.3) is similar to Chen & Pouzo (2015)'s Assumption A.5 (iii), it ensures that when $\hat{\psi}^S_n(\tau, \beta) - \hat{\psi}^S_n(\tau, \beta_0)$ is substituted under the integral with its smoothed version, the difference is negligible for $\sqrt{n}$-asymptotics.

**Assumption F15** (Local Linear Expansion of $\phi$). $\phi$ is continuously differentiable and $\frac{d\phi(\beta_0)}{d\beta}[\cdot]$ is a non-zero linear functional such that as $n \to \infty$:
i. A linear expansion is locally uniformly valid

\[ \sup_{\|\beta - \beta_0\|_{\text{weak}} \leq M_n \delta_n} \frac{\sqrt{n}}{\sigma^*_n} \left| \phi(\beta) - \phi(\beta_0) - \frac{d\phi(\beta_0)}{d\beta} [\beta - \beta_0] \right| \to 0. \]

ii. The approximation bias is negligible

\[ \frac{\sqrt{n}}{\sigma^*_n} \frac{d\phi(\beta_0)}{d\beta} [\beta_{0,n} - \beta_0] \to 0. \]

Remark F20 (Sufficient Conditions for Assumption F15 i.). If \( \phi \) is twice continuously differentiable then for some \( v \in \bar{V} \) and \( h \in [-1, 1] \), \( \beta = \beta_0 + hM_n\delta_nv \). Using a Mean Value Expansion:

\[ \left| \phi(\beta_0 + hM_n\delta_nv) - \phi(\beta_0) - \frac{d\phi(\beta_0)}{d\beta} [hM_n\delta_nv, \beta_0] \right| = h^2(M_n\delta_n)^2 \left| \frac{1}{2} \frac{d^2 \phi(\beta_0 + hM_n\delta_nv)}{d\beta d\beta} [v, v] \right|. \]

Hence Assumption F15 i. holds under the following two conditions:

i. The second derivative is locally uniformly bounded:

\[ \sup_{\|v\|_{\text{weak}} = 1, h \in (-1, 1)} \left| \frac{1}{2} \frac{d^2 \phi(\beta_0 + hM_n\delta_nv)}{d\beta d\beta} [v, v] \right| = O(1). \]

ii. The rate of convergence satisfies:

\[ \frac{\sqrt{n}}{\sigma^*_n} (M_n\delta_n)^2 = o(1). \]

This condition holds if \( \delta_n = o(M_n^{-1}n^{-1/4}) \) which is slightly stronger than Assumption F14 ii.

Remark F21 (Sufficient Conditions for Assumption F15 ii.). By definition of \( \beta_{0,n} \), Assumptions F11, F12 and under geometric ergodicity:

\[ \|\beta_{0,n} - \beta_0\|_{\text{weak}} \leq \|\Pi_{k(n)}\beta_0 - \beta_0\|_{\text{weak}} \leq C \sqrt{Q_n(\Pi_{k(n)}\beta_0)} \leq \tilde{C} \|\Pi_{k(n)}\beta_0 - \beta_0\|_B. \]

The approximation rate is typically \( \|\Pi_{k(n)}\beta_0 - \beta_0\|_B^r = O(k(n)^{-r}) \) where \( r \) is the smoothness of the density \( f_0 \) to be estimated. Rewriting \( \beta_{0,n} = \beta_0 + h_n k(n)^{-r}v_n \) with \( \|v_n\|_{\text{weak}} = 1, |h_n| \leq \tilde{h} \) bounded, the expression can be bounded using:

\[ \left| \frac{\sqrt{n}}{\sigma^*_n} \frac{d\phi(\beta_0)}{d\beta} [\beta_{0,n} - \beta_0] \right| \leq \tilde{h} \frac{\sqrt{n}}{\sigma^*_n} k(n)^{-r} \left| \frac{d\phi(\beta_0)}{d\beta} [v_n] \right|. \]

Hence Assumption F15 ii. is satisfied under the following two conditions:
i. The first derivative is uniformly bounded on the unit circle:

\[ \sup_{\|v\|_{weak}=1} \left| \frac{1}{2} \frac{d\phi(\beta_0)}{d\beta}[v] \right| < +\infty. \]

ii. The approximation rate satisfies:

\[ \frac{\sqrt{n}}{\sigma_n^*} k(n)^{-\gamma_r} = o(1). \]

With the undersmoothing assumption the \( k(n) \) must satisfy \( k(n)^{-\gamma_r} = o(\delta_n) = o(n^{-1/4}) \).

A sufficient condition on the bias/variance relation is \( k(n)^{-\gamma_r} = o(\delta^2_n \sigma_n^*) \).

The last condition is strong and can be weakened if for instance \( \delta^2_n \ll 1/\sqrt{n} \), replacing \( \delta^2_n \) with \( 1/\sqrt{n} \). Sharper bounds on the bias can also be found in the iid case (see Corollary F5) or under assumptions on the DGP itself as in the main results (see Lemma 4).

**Assumption F16** (Local Behaviour of \( \mathbb{E}(\hat{\psi}(\tau, \beta)) \)). The mapping \( \beta \to \mathbb{E}(\hat{\psi}_n^S(\tau, \beta) \) is twice continuously differentiable for all \( \tau \) and satisfies:

i. A linear expansion is locally uniformly valid

\[
\left( \sup_{\|\beta - \beta_0\|_{weak} \leq M, \delta_n} \int \left| \mathbb{E}(\hat{\psi}_n^S(\tau, \beta)) - \mathbb{E}(\hat{\psi}_n^S(\tau, \beta_0)) - \frac{d\mathbb{E}(\hat{\psi}_n^S(\tau, \beta_0))}{d\beta}[\beta - \beta_0] \right|^2 \pi(\tau) d\tau \right)^{1/2} = O \left( (M, \delta_n)^2 \right)
\]

ii. The second derivative in direction \( u_n^* \) is locally uniformly bounded

\[
\sup_{\|\beta - \beta_0\|_{weak} \leq M, \delta_n} \int \left| \frac{d^2\mathbb{E}(\hat{\psi}_n^S(\tau, \beta))}{d\beta d\beta}[u_n^*, u_n^*] \right|^2 \pi(\tau) d\tau = O(1)
\]

**Remark F22** (Sufficient Conditions for Assumption [F16]). Assumption F16 i. holds if \( \mathbb{E}(\hat{\psi}_n^S(\tau, \cdot)) \) is twice continuously differentiable around \( \beta_0 \) with locally uniformly bounded second derivative since for some \( \|v\|_{weak} = 1 \) and \( h \in [-1, 1] \): \( \beta = \beta_0 + hM, \delta_n v \). A Mean Value Expansion yields:

\[
\left( \int \left| \mathbb{E}(\hat{\psi}_n^S(\tau, \beta)) - \mathbb{E}(\hat{\psi}_n^S(\tau, \beta_0)) - \frac{d\mathbb{E}(\hat{\psi}_n^S(\tau, \beta_0))}{d\beta}[\beta - \beta_0] \right|^2 \pi(\tau) d\tau \right)^{1/2} = h^2 M^2 \delta_n^2 \left( \int \left| \frac{d^2\mathbb{E}(\hat{\psi}_n^S(\tau, \beta_0 + \tilde{h} M, \delta_n v))}{d\beta d\beta}[v, v] \right|^2 \pi(\tau) d\tau \right)^{1/2}
\]
Since $\tilde{h} \in (-1, 1)$, the expression above is $O \left( (M_n \delta_n)^2 \right)$ if:

$$
\sup_{\|v\|_{\text{weak}}=1, \tilde{h}\in(-1,1)} \left( \int \frac{d^2 \mathbb{E} \left( \hat{\psi}^S_n(\tau, \beta_0 + \tilde{h}M_n \delta_n v) \right)}{d\beta d\beta} \|v, v\| \pi(\tau) d\tau \right)^{1/2} = O(1).
$$

Hence Assumptions [F10] i. and ii. could be nested under the following condition:

$$
\sup_{\|v\|_{\text{weak}}=1,\|\beta-\beta_0\|_{\text{weak}} \leq M_n \delta_n} \left( \int \frac{d^2 \mathbb{E} \left( \hat{\psi}^S_n(\tau, \beta) \right)}{d\beta d\beta} \|v, v\| \pi(\tau) d\tau \right)^{1/2} = O(1).
$$

The following theorem establishes the asymptotic normality of $\phi(\hat{\beta}_n) - \phi(\beta_0)$ under the assumptions given above. Note that when $\sigma_n^* \to \infty$ the estimates converge at a slower than $\sqrt{n}$-rate.

**Theorem F6** (Asymptotic Normality). Suppose Assumptions [F13-F16] hold then:

$$
\frac{\sqrt{n}}{\sigma_n^*} \left( \phi(\hat{\beta}_n) - \phi(\beta_0) \right) = \frac{\sqrt{n}}{\sigma_n^*} \left( \phi(\hat{\beta}_n) - \phi(\beta_0) \right) S_n^* + o_p(1).
$$

Furthermore, if the data $(y_t, x_t)$ is stationary $\alpha$-mixing, the simulated data is geometrically ergodic, the moments are bounded $|\hat{\psi}_n^*(\tau, \beta)| \leq 1$ and $B$ is bounded linear then $S_n^*/\sigma_n^*$ satisfies a Central Limit Theorem so that:

$$
\frac{\sqrt{n}}{\sigma_n^*} \left( \phi(\hat{\beta}_n) - \phi(\beta_0) \right) \overset{d}{\to} N(0, 1).
$$

**F.4 Examples of $L^p$-smooth models**

The following provides examples of DGP and moment combinations which satisfy Assumption [F11] condition i.

1. iid data without covariates: $y_t^* = u_t^*, u_t^* \sim F$. The moment function is the empirical CDF:

$$
\hat{\psi}_n^*(\tau) = \frac{1}{n} \sum_{t=1}^n \mathbb{I}_{y_t \leq \tau}.
$$

Using the supremum distance, $\|\beta_1 - \beta_2\|_B = \sup_y |F(y) - \tilde{F}(y)|$, the following holds:

$$
\left[ \mathbb{E} \left( \sup_{\|f_1-f_2\|_\infty \leq \delta} \mathbb{I}_{y_t^*(f_1) \leq \tau - \mathbb{I}_{y_t^*(f_2) \leq \tau}}^2 \right) \right]^{1/2} \leq 2 \delta^{1/2}.
$$

Assumption [F11] condition i. is satisfied with $\pi$ equal to the normal density function for any $\eta > 0$. 
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2. Single Index Model: \( y_t^s = 1_{x_t^s \theta + u_t^s \leq 0}, u_t^s \sim F \). The moment function is the empirical CF:

\[
\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{t=1}^{n} \exp \left( i\tau' (y_t, x_t) \right).
\]

The metric is the supremum distance between CDFs \( \| \beta_1 - \beta_2 \|_B = \sup_y |F_1(y) - F_2(y)| \) and \( B = \{ \beta = (\theta, F), \| F' \|_\infty \leq C_1 < \infty, \| \theta \| \leq C_2 < \infty \} \), a space with CDFs having continuous and bounded densities. Also, suppose that \( E \) and \( B \) have bounded support, for which the quantile functions are also bounded. The following holds:

\[
\left[ \mathbb{E} \left( \sup_{\| \beta_1 - \beta_2 \|_\infty \leq \delta} \left| 1_{y_t^s(\beta_1) \leq \tau} - 1_{y_t^s(\beta_2) \leq \tau} \right|^2 \right) \right]^{1/2} \leq 2 \sqrt{1 + C_1 \mathbb{E} \| x_t \| \delta^{1/2} \| \tau \|_\infty}.
\]

Condition \( i. \) is satisfied with \( \pi \) equal to the normal density function for any \( \eta > 0 \).

3. MA(1) model: \( y_t^s = u_t^s + \theta u_{t-1}^s, u_t^s \sim F \). The moment function is the empirical CF:

\[
\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{t=1}^{n} \exp \left( i\tau' (y_t, y_{t-1}) \right).
\]

The metric is the supremum distance between quantile functions:

\[
\| F_1^{-1} - F_2^{-1} \|_B = \sup_{0 \leq \nu \leq 1} |F_1^{-1}(\nu) - F_2^{-1}(\nu)|.
\]

The parameter space \( B = \{ \beta = (\theta, F), \| F^{-1} \|_\infty \leq C_1 < \infty, |\theta| \leq C_2 < \infty \} \) is the space of distributions with bounded quantile functions. The following holds:

\[
\left[ \mathbb{E} \left( \sup_{\| \beta_1 - \beta_2 \|_\infty \leq \delta} \left| \exp \left( i\tau' (y_t^s(\beta_1), y_{t-1}^s(\beta_1)) \right) - \exp \left( i\tau' (y_t(\beta_2), y_{t-1}^s(\beta_2)) \right) \right|^2 \right) \right]^{1/2} \leq 2 \left( 1 + C_1 + C_2 \right) \delta \| \tau \|_\infty.
\]

Condition \( i. \) is satisfied with \( \pi \) equal to the normal density function for any \( \eta > 0 \).

4. AR(1) model: \( y_t^s = \theta y_{t-1}^s + u_t^s, u_t^s \sim F \). The moment function is the empirical CF:

\[
\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{t=1}^{n} \exp \left( i\tau' (y_t, y_{t-1}) \right).
\]

The metric is the supremum distance between quantile functions:

\[
\| F^{-1} - \tilde{F}^{-1} \|_B = \sup_{0 \leq \nu \leq 1} |F^{-1}(\nu) - \tilde{F}^{-1}(\nu)|.
\]

The parameter space \( B = \{ \beta = (\theta, F), \| F^{-1} \|_\infty \leq C_1 < \infty, |\theta| \leq C_2 < 1 \} \) is the space of distributions with uniformly bounded support, for which the quantile functions are also bounded. The following
5. Non-linear autoregressive model: \( y_t^* = g_{\text{obs}}(y_{t-1}^*, \theta) + u_t^*, u_t^* \sim F \). The moment function is the empirical CF:

\[
\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{t=1}^{n} \exp(i \tau' (y_t, y_{t-1})).
\]

The metric is the supremum distance between quantile functions: \( \| F^{-1} - \tilde{F}^{-1} \|_\mathcal{B} = \sup_{0 \leq \nu \leq 1} | F^{-1}(\nu) - \tilde{F}^{-1}(\nu) | \). The parameter space \( \mathcal{B} = \{ \beta = (\theta, F), \| F^{-1} \|_\infty \leq C_1 < \infty, |\theta| \leq C_2 < \infty \} \) is the space of distributions with uniformly bounded support, for which the quantile functions are also bounded. Furthermore, suppose that \( |g_{\text{obs}}(y, \theta) - g_{\text{obs}}(\tilde{y}, \theta)| \leq C_3 |y - \tilde{y}| < |y - \tilde{y}| \) for all \( \theta \) and \( |g_{\text{obs}}(y, \theta) - g_{\text{obs}}(y, \tilde{\theta})| \leq C_4 |\theta - \tilde{\theta}| \), then:

\[
\left[ \mathbb{E} \left( \sup_{\| \beta_1 - \beta_2 \|_\infty \leq \delta} \left| \exp(i \tau' (y_t^* (\beta_1), y_{t-1}^* (\beta_1))) - \exp(i \tau' (y_t^* (\beta_2), y_{t-1}^* (\beta_2))) \right|^2 \right) \right]^{1/2} \\
\leq \frac{2}{1 - C_2} \left( 1 + \frac{C_1}{1 - C_2} \right) \delta \| \tau \|_\infty.
\]

Condition \( i. \) is satisfied with \( \pi \) equal to the normal density function for any \( \eta > 0 \).

The derivations for these examples are given below.

1. iid data without covariates: \( y_t^* = u_t^* \), \( u_t^* \sim F \). The moment function is the empirical CDF:

\[
\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{t=1}^{n} \mathbb{I}_{y_t \leq \tau}.
\]

The metric is the supremum distance between CDFs: \( \| F_1 - F_2 \|_\mathcal{B} = \sup_y | F_1(y) - F_2(y) | \). If \( \sup_y | F_1(y) - F_2(y) | \leq \delta \) then \( F_1(y) - \delta \leq F_2(y) \leq F_1(y) + \delta \). Hence for \( \tau \in \mathbb{R} \):

\[
\mathbb{E} \left( \sup_{| F_1(y) - F_2(y) | \leq \delta} \left| \mathbb{I}_{y_t \leq \tau} - \mathbb{I}_{\tilde{y}_t \leq \tau} \right|^2 \right) \leq 2 | \mathbb{I}_{y_t \leq \tau} - \mathbb{I}_{\tilde{y}_t \leq \tau} | = 2 | \mathbb{I}_{y_t \leq F_1(\tau)} - \mathbb{I}_{\tilde{y}_t \leq F_1(\tau)} | \leq 2 \left( \mathbb{P}_{\nu_t^* \leq F_1(\tau) + \delta} - \mathbb{P}_{\nu_t^* \leq F_1(\tau) - \delta} \right)
\]

Taking expectations with respect to \( \nu_t^* \sim \mathcal{U}_{[0,1]} \), for all \( \tau \in \mathbb{R} \):

\[
\mathbb{E} \left( \sup_{| F_1(y) - F_2(y) | \leq \delta} \left| \mathbb{I}_{y_t \leq \tau} - \mathbb{I}_{\tilde{y}_t \leq \tau} \right|^2 \right) \leq 4 \delta.
\]
2. Single Index Model: \( y_t^* = \mathbb{1}_{x_t^* \theta + u_t^* \leq 0} \), \( u_t^* \sim F \). The moment function is the empirical CF:

\[
\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{t=1}^{n} \exp(i\tau' (y_t, x_t)).
\]

The metric is the supremum distance between CDFs: \( \| \beta_1 - \beta_2 \|_{\mathcal{B}} = \sup_{y} |F_1(y) - F_2(y)| \) and the parameter space is \( \mathcal{B} = \{ \beta = (\theta, F), \| F'\|_{\infty} \leq C_1 < \infty, \| \theta \| \leq C_2 < \infty \} \), a space with CDFs with continuous and bounded densities. Also assume that \( \mathbb{E}\|x_t\| < \infty \).

Proceeding similarly to example i.:

\[
|\mathbb{1}_{y_t^*(\beta_1) \leq \tau} - \mathbb{1}_{y_t^*(\beta_2) \leq \tau}|^2 \leq 2|\mathbb{1}_{y_t^*(\beta_1) \leq \tau} - \mathbb{1}_{y_t^*(\beta_2) \leq \tau}|
\]

\[
= 2|\mathbb{1}_{\nu_t^* \leq F_1(\tau - x_t^* \theta_1)} - \mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_2)}|
\]

\[
\leq 2|\mathbb{1}_{\nu_t^* \leq F_1(\tau - x_t^* \theta_1)} - \mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_1)}|
\]

\[
+ 2|\mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_1)} - \mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_2)}|
\]

\[
\leq 2(\mathbb{1}_{\nu_t^* \leq F_1(\tau - x_t^* \theta_1) + \delta} - \mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_1) - \delta})
\]

\[
+ 2|\mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta)} - \mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_2)}|
\]

Without loss of generality, assume that \( x_t \geq 0 \) so that:

\[
|\mathbb{1}_{y_t^*(\beta_1) \leq \tau} - \mathbb{1}_{y_t^*(\beta_2) \leq \tau}|^2 \leq 2|\mathbb{1}_{y_t^*(\beta_1) \leq \tau} - \mathbb{1}_{y_t^*(\beta_2) \leq \tau}|
\]

\[
\leq 2(\mathbb{1}_{\nu_t^* \leq F_1(\tau - x_t^* \theta_1) + \delta} - \mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_1) - \delta})
\]

\[
+ 2|\mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_1) - \delta} - \mathbb{1}_{\nu_t^* \leq F_2(\tau - x_t^* \theta_2)}|
\]

Taking expectations with respect to \( \nu_t^* \sim \mathcal{U}_{[0,1]} \), for all \( \tau \in \mathbb{R} \):

\[
\mathbb{E}\left( \sup_{\beta=(\theta, F), \| \beta_1 - \beta_2 \| \leq \delta} \left| \mathbb{1}_{y_t^*(\beta_1) \leq \tau} - \mathbb{1}_{y_t^*(\beta_2) \leq \tau} \right|^2 \mid x_t \right)
\]

\[
\leq 2 \left( [F_1(\tau - x_t^* \theta_1) + \delta] - [F_1(\tau - x_t^* \theta_1) - \delta] \right)
\]

\[
+ 2 \left( F_2(\tau - x_t^* \theta_1) - F_2(\tau - x_t^* \theta_1 - \delta) \right)
\]

\[
\leq 4\delta + 4C_1\|x_t\|\delta.
\]

And then, taking expectations with respect to \( x_t \):

\[
\mathbb{E}\left( \sup_{\beta=(\theta, F), \| \beta_1 - \beta_2 \| \leq \delta} \left| \mathbb{1}_{y_t^*(\beta_1) \leq \tau} - \mathbb{1}_{y_t^*(\beta_2) \leq \tau} \right|^2 \right) \leq 4 \left( 1 + C_1\mathbb{E}\|x_t\| \right) \delta.
\]
3. MA(1) model: \( y_t^* = u_t^* + \theta u_{t-1}^* \), \( u_t^* \sim F \). The moment function is the empirical CF:

\[
\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{i=1}^{n} \exp(i\tau'(y_t, y_{t-1})) .
\]

The metric is the supremum distance on quantiles: \( \| F_1^{-1} - F_2^{-1} \|_B = \sup_{0 \leq \nu \leq 1} | F_1^{-1}(\nu) - F_2^{-1}(\nu) | \). The parameter space is \( \mathcal{B} = \{ \beta = (\theta, F), \| F^{-1} \|_\infty \leq C_1 < \infty, |\theta| \leq C_2 < \infty \} \), a space with bounded quantile functions.

As discussed in Section F.1, because the sine and cosine functions are Lipschitz continuous, the following holds for all \( \tau = (\tau_1, \tau_2) \in \mathbb{R}^2 \):

\[
\left| \exp(i\tau'(y_t^*(\beta_1), y_{t-1}^*(\beta_1))) - \exp(i\tau'(y_t^*(\beta_2), y_{t-1}^*(\beta_2))) \right| \\
\leq \|\tau\|_{\infty} \left( |y_t^*(\beta_1) - y_t^*(\beta_2)| + |y_{t-1}^*(\beta_1) - y_{t-1}^*(\beta_2)| \right) .
\]

Consider the case of \( |y_t^*(\beta_1) - y_t^*(\beta_2)| \):

\[
|y_t^*(\beta_1) - y_t^*(\beta_2)| = |[F_1^{-1}(\nu_t^*) + \theta_1 F_1^{-1}(\nu_{t-1}^*)] - [F_2^{-1}(\nu_t^*) + \theta_2 F_2^{-1}(\nu_{t-1}^*)]| \\
\leq |[F_1^{-1}(\nu_t^*) - F_2^{-1}(\nu_t^*)] + |\theta_1||F_1^{-1}(\nu_{t-1}^*) - F_2^{-1}(\nu_{t-1}^*)| \\
+ |\theta_1 - \theta_2||F_2^{-1}(\nu_{t-1}^*)| \\
\leq (1 + C_2 + C_1)\delta .
\]

The same bound applies for \( |y_{t-1}^*(\beta_1) - y_{t-1}^*(\beta_2)| \). Together with the previous inequalities it implies:

\[
\left| \exp(i\tau'(y_t^*(\beta_1), y_{t-1}^*(\beta_1))) - \exp(i\tau'(y_t^*(\beta_2), y_{t-1}^*(\beta_2))) \right|^2 \\
\leq [2(1 + C_2 + C_1)\delta\|\tau\|_{\infty}]^2 .
\]

4. AR(1) model: \( y_t^* = \theta y_{t-1}^* + u_t^* \), \( u_t^* \sim F \). The moment function is the empirical CF:

\[
\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{i=1}^{n} \exp(i\tau'(y_t, y_{t-1})) .
\]

The metric is the supremum distance on quantile functions:

\( \| F_1^{-1} - F_2^{-1} \|_B = \sup_{0 \leq \nu \leq 1} | F_1^{-1}(\nu) - F_2^{-1}(\nu) | \). The parameter space is \( \mathcal{B} = \{ \beta = (\theta, F), \| F^{-1} \|_\infty \leq C_1 < \infty, |\theta| \leq C_2 < 1 \} \), a space with bounded quantile functions. Similarly to the MA(1), only \( |y_t^*(\beta) - y_t^*(\tilde{\beta})| \) needs to be bounded:

\[
|y_t^*(\beta_1) - y_t^*(\beta_2)| = |[\theta_1 y_{t-1}^*(\beta_1) + F_1^{-1}(\nu_t^*)] - [\theta_2 y_{t-1}^*(\beta_2) + F_2^{-1}(\nu_t^*)]| \\
\leq |F_1^{-1}(\nu_t^*) - F_2^{-1}(\nu_t^*)| + |\theta_1||y_{t-1}^*(\beta_1) - y_{t-1}^*(\beta_2)| + |\theta_1 - \theta_2||y_{t-1}^*(\beta_2)| \\
\leq \delta \left( 1 + \frac{C_1}{1 - C_2} \right) + |C_2||y_{t-1}^*(\beta_1) - y_{t-1}^*(\beta_2)| .
\]
5. Non-linear autoregressive model: $y_t = g_{obs}(y_{t-1}, \theta) + u_t$, $u_t \sim F$. The moment function is the empirical CF:

$$\hat{\psi}_n(\tau) = \frac{1}{n} \sum_{i=1}^{n} \exp (i \tau (y_t, y_{t-1})).$$

The metric is the supremum distance on quantile functions:

$$\|F_1^{-1} - F_2^{-1}\|_B = \sup_{0 \leq \nu \leq 1} |F_1^{-1}(\nu) - F_2^{-1}(\nu)|.$$ The parameter space is $\mathcal{B} = \{\beta = (\theta, F), F^{-1}\|_\infty \leq C_1 < \infty, |\theta| \leq C_2 < \infty\}$, a space with bounded quantile functions. Furthermore, assume $|g_{obs}(y, \theta) - g_{obs}(\tilde{y}, \theta)| \leq C_3|y - \tilde{y}|$ for all $\theta$ and $|g_{obs}(y, \theta) - g_{obs}(y, \bar{\theta})| \leq C_4|\theta - \bar{\theta}|$.

The proof is similar to the AR(1) example, first $y^*_t$ needs to be bounded:

$$|y^*_t(\beta_1) - y^*_t(\beta_2)| = |[g_{obs}(y^*_{t-1}(\beta_1), \theta) + F_t^{-1}(\nu_t^*)] - [g_{obs}(y^*_{t-1}(\beta_2), \theta) + F_t^{-1}(\nu_t^*)]|$$

$$\leq |F_t^{-1}(\nu_t^*) - F_t^{-1}(\nu_t^*)| + |g_{obs}(y^*_{t-1}(\beta_1), \theta_1) - g_{obs}(y^*_{t-1}(\beta_2), \theta_2)|$$

$$+ |g_{obs}(y^*_{t-1}(\beta_1), \theta_2) - g_{obs}(y^*_{t-1}(\beta_2), \theta_2)|$$

$$\leq (1 + C_4)\delta + C_3|y^*_{t-1}(h) - y^*_{t-1}(\beta_2)|.$$  

Iterating this inequality up to $t = 0$ where the initial condition is fixed implies:

$$|y^*_{t}(\beta_1) - y^*_{t}(\beta_2)| \leq \frac{1 + C_4}{1 - C_3}\delta.$$  

Similarly to the MA(1) and AR(1) models:

$$\left| \exp (i \tau (y^*_t(\beta_1), y^*_{t-1}(\beta_1))) - \exp (i \tau (y^*_t(\beta_2), y^*_{t-1}(\beta_2))) \right|^2$$

$$\leq \left( \frac{2(1 + C_4)\delta}{1 - C_3}\|\tau\|_\infty \right)^2.$$
F.5 Interpretation of the Equivalence Conditions

To prove the existence of an \( a > 0 \) in Assumption [F13] [Chen & Pouzo (2015)] use an eigenvalue condition on the variance of the moments. Since they have a bounded support the smallest eigenvalue can be bounded below. Here, the variance operator is infinite dimensional (see [Carrasco & Florens (2000)] for a discussion) so that the eigenvalues may not be bounded below. However, an interpretation in terms of the eigenvalues and eigenvectors of the variance operator is still possible. First, note that \( \sigma_{n}^{*}, \|v_{n}^{*}\|_{weak} \) can be written as:

\[
\|v_{n}^{*}\|_{weak}^{2} = \int \left[ \text{Real} \left( B\psi_{\beta}^{*}(\tau, v_{n}^{*}) \right)^{2} + \text{Im} \left( B\psi_{\beta}^{*}(\tau, v_{n}^{*}) \right)^{2} \right] \pi(\tau)d\tau
\]

\[
\sigma_{n}^{*2} = \mathbb{E} \left[ \int \text{Real} \left( B\psi_{\beta}(\tau, v_{n}^{*}) \right) \text{Real} \left( BZ_{n}^{S}(\tau) \right) + \text{Im} \left( B\psi_{\beta}(\tau, v_{n}^{*}) \right) \text{Im} \left( BZ_{n}^{S}(\tau) \right) \pi(\tau)d\tau \right]^{2}
\]

The sieve variance can be expanded into three terms:

\[
\sigma_{n}^{*2} = \int \text{Real} \left( B\psi_{\beta}(\tau_{1}, v_{n}^{*}) \right) \text{Real} \left( B\psi_{\beta}(\tau_{2}, v_{n}^{*}) \right) \mathbb{E} \left[ \text{Real} \left( BZ_{n}^{S}(\tau_{1}) \right) \text{Real} \left( BZ_{n}^{S}(\tau_{2}) \right) \right] \pi(\tau_{1})\pi(\tau_{2})d\tau_{1}d\tau_{2}
\]

\[+ \int \text{Im} \left( B\psi_{\beta}(\tau_{1}, v_{n}^{*}) \right) \text{Im} \left( B\psi_{\beta}(\tau_{2}, v_{n}^{*}) \right) \mathbb{E} \left[ \text{Im} \left( BZ_{n}^{S}(\tau_{1}) \right) \text{Im} \left( BZ_{n}^{S}(\tau_{2}) \right) \right] \pi(\tau_{1})\pi(\tau_{2})d\tau_{1}d\tau_{2}
\]

\[+ 2 \int \text{Real} \left( B\psi_{\beta}(\tau_{1}, v_{n}^{*}) \right) \text{Im} \left( B\psi_{\beta}(\tau_{2}, v_{n}^{*}) \right) \mathbb{E} \left[ \text{Real} \left( BZ_{n}^{S}(\tau_{1}) \right) \text{Im} \left( BZ_{n}^{S}(\tau_{2}) \right) \right] \pi(\tau_{1})\pi(\tau_{2})d\tau_{1}d\tau_{2}.
\]

This expansion can be re-written more compactly in matrix form:

\[
\sigma_{n}^{*2} = \int \begin{pmatrix} \text{Real} \left( B\psi_{\beta}(\tau_{1}, v_{n}^{*}) \right) \\ \text{Im} \left( B\psi_{\beta}(\tau_{1}, v_{n}^{*}) \right) \end{pmatrix}' \Sigma_{n}(\tau_{1}, \tau_{2}) \begin{pmatrix} \text{Real} \left( B\psi_{\beta}(\tau_{2}, v_{n}^{*}) \right) \\ \text{Im} \left( B\psi_{\beta}(\tau_{2}, v_{n}^{*}) \right) \end{pmatrix} \pi(\tau_{1})\pi(\tau_{2})d\tau_{1}d\tau_{2}
\]

where

\[
\Sigma_{n}(\tau_{1}, \tau_{2}) = n\mathbb{E} \begin{pmatrix} \text{Real} \left( BZ_{n}^{S}(\tau_{1}) \right) \text{Real} \left( BZ_{n}^{S}(\tau_{2}) \right) & \text{Real} \left( BZ_{n}^{S}(\tau_{1}) \right) \text{Im} \left( BZ_{n}^{S}(\tau_{2}) \right) \\ \text{Im} \left( BZ_{n}^{S}(\tau_{1}) \right) \text{Im} \left( BZ_{n}^{S}(\tau_{2}) \right) & \text{Im} \left( BZ_{n}^{S}(\tau_{1}) \right) \text{Im} \left( BZ_{n}^{S}(\tau_{2}) \right) \end{pmatrix}.
\]

Before comparing this expression with \( \|v_{n}^{*}\|_{weak} \) further simplifications are possible. Let \( K_{n} \) be the operator satisfying:

\[
K_{n}B\psi_{\beta}(\tau, v_{n}^{*}) = \int \Sigma_{n}(\tau, \tau_{2}) \begin{pmatrix} \text{Real} \left( B\psi_{\beta}(\tau_{2}, v_{n}^{*}) \right) \\ \text{Im} \left( B\psi_{\beta}(\tau_{2}, v_{n}^{*}) \right) \end{pmatrix} \pi(\tau_{2})d\tau_{2}
\]
Then the sieve variance can be expressed in terms of the operator $K_n$:

$$\sigma_n^2 = \int B\psi_\beta(\tau, v_n^*) K_n \begin{pmatrix} \text{Real}(B\psi_\beta(\tau, v_n^*)) \\ \text{Im}(B\psi_\beta(\tau, v_n^*)) \end{pmatrix} \pi(\tau) d\tau$$

The term $\|v_n^*\|_{weak}$ can also be re-written in a similar notation:

$$\|v_n^*\|_{weak}^2 = \int \begin{pmatrix} \text{Real}(B\psi_\beta(\tau, v_n^*)) \\ \text{Im}(B\psi_\beta(\tau, v_n^*)) \end{pmatrix}' \begin{pmatrix} \text{Real}(B\psi_\beta(\tau, v_n^*)) \\ \text{Im}(B\psi_\beta(\tau, v_n^*)) \end{pmatrix} \pi(\tau) d\tau$$

Now note that these integrals are associated with an inner product in the Hilbert space $(L^2(\pi), \langle \cdot, \cdot \rangle_{L^2(\pi)})$ with for all complex valued $\varphi_1, \varphi_2 \in L^2(\pi)$:

$$\langle \varphi_1, \varphi_2 \rangle_{L^2(\pi)} = \int \begin{pmatrix} \text{Real}(\varphi_1(\tau)) \\ \text{Im}(\varphi_1(\tau)) \end{pmatrix}' \begin{pmatrix} \text{Real}(\varphi_1(\tau)) \\ \text{Im}(\varphi_1(\tau)) \end{pmatrix} \pi(\tau) d\tau.$$

As a result, Assumption [F13] can be re-written in terms of the covariance operator $K_n$:

$$a \langle \psi_\beta(\cdot, v_n^*), \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)} \leq \langle \psi_\beta(\cdot, v_n^*), K_n \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)}.$$

Since $\sigma_n^* > 0$ by construction, $K_n$ has positive eigenvalues. Let $(\varphi_1, \varphi_2, \ldots)$ be the eigenvector associated with $K_n$ and $(\lambda_1, \lambda_2, \ldots)$ the associated eigenvalues (in decreasing modulus). Then $B\psi_\beta(\cdot, v_n^*) = \sum_{j \geq 1} a_{j,n} \varphi_j$ and

$$\langle \psi_\beta(\cdot, v_n^*), K_n \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)} = \sum_{j \geq 1} a_{j,n}^2 \lambda_j,$$

$$\langle \psi_\beta(\cdot, v_n^*), \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)} = \sum_{j \geq 1} a_{j,n}^2.$$

To go further, there are two cases:

i. $\|v_n^*\|_{weak} \to \infty$ (slower than $\sqrt{n}$ convergence rate): assume that there exists a pair $(a_{j,n}, \lambda_{j,n})$ such that $\lambda_{j,n} \geq \lambda_j > 0$ and $a_{j,n} \to \infty$ at the same rate as $\|v_n^*\|_{weak}$:

$$\frac{a_{j,n}}{\|v_n^*\|_{weak}} \geq a_j > 0.$$ In this case:

$$\langle \psi_\beta(\cdot, v_n^*), K_n \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)} \geq a_{j,n}^2 \lambda_j \geq \frac{a_{j,n}^2 \lambda_j}{\langle \psi_\beta(\cdot, v_n^*), \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)}} \langle \psi_\beta(\cdot, v_n^*), \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)}$$

$$\geq a_j \langle \psi_\beta(\cdot, v_n^*), \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)}.$$

Take for instance $a = a_j > 0$. 
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ii. \[\|\psi_n^*\|_{\text{weak}} \not\to \infty\] (\(\sqrt{n}\) convergence rate): it suffice that there exist a pair \((a_{j,n}, \lambda_{j,n})\) such that \(\lambda_{j,n} \geq \lambda_j > 0\) and \(a_{j,n} \geq a_j > 0\). In this case:

\[
\langle \psi_\beta(\cdot, v_n^*), K_n \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)} \geq \frac{a_j^2 \lambda_j}{\langle \psi_\beta(\cdot, v_n^*), \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)}} \langle \psi_\beta(\cdot, v_n^*), \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)}.
\]

Let \(a = \inf_{n \geq 1} \frac{a_j^2 \lambda_j}{\langle \psi_\beta(\cdot, v_n^*), \psi_\beta(\cdot, v_n^*) \rangle_{L^2(\pi)}} > 0\) by assumption.

In summary: to satisfy the equivalence condition, the moments \(\psi_\beta\) must project on the covariance operator in directions where the variance increases at least as fast as the weak norm.

**Appendix G  Proofs for the Additional Asymptotic Results**

**G.1 Consistency**

The following lemma, taken from Chen & Pouzo (2012), gives sufficient conditions for the consistency of the estimators.

**Lemma G12.** Let \(\hat{\beta}_n\) be such that \(\hat{Q}_n(\hat{\beta}_n) \leq \inf_{\beta \in \mathcal{B}_k(n)} + O_p(\eta_n), \) where \((\eta_n)_{n \geq 1}\) is a positive real-valued sequence such that \(\eta_n = o(1)\). Let \(Q_n : \mathcal{B} \to [0, +\infty)\) be a sequence of non-random measurable functions and let the following conditions hold:

a. i) \(0 \leq \hat{Q}_n(\hat{\beta}_0) = o(1)\); ii) there is a positive function \(g_0(n, k, \varepsilon)\) such that:

\[
\inf_{h \in \mathcal{B}_k : \|\beta - \beta_0\|_g > \varepsilon} \hat{Q}_n(\beta) \geq g_0(n, k, \varepsilon) > 0 \text{ for each } n, k \geq 1
\]

and \(\lim \inf_{n \to \infty} g_0(n, k(n), \varepsilon) \geq 0\) for all \(\varepsilon > 0\).

b. i) \(\mathcal{B}\) is an infinite dimensional, possibly non-compact subset of a Banach space \((\mathcal{B}, \|\|_g)\);

ii) \(\mathcal{B}_k \subseteq \mathcal{B}_{k+1} \subseteq \mathcal{B}\) for all \(k \geq 1\), and there is a sequence \(\{\Pi_{k(n)} \beta_0 \in \mathcal{B}_{k(n)}\}\) such that \(\hat{Q}_n(\Pi_{k(n)} \beta_0) = o(1)\).

c. \(\hat{Q}_n(\beta)\) is jointly measurable in the data \((y_t, x_t)_{t \geq 1}\) and the parameter \(h \in \mathcal{B}_{k(n)}\).

\(^2\)The notation here is adapted for this paper’s setting.
d. i) $\hat{Q}_n(\Pi_{k(n)}\beta_0) \leq K_0\hat{Q}_n(\Pi_{k(n)}\beta_0) + O_p(1)$ for some $c_{0,n} = o(1)$ and a finite constant $K_0 > 0$; ii) $\hat{Q}_n(\beta) \geq K\hat{Q}_n(\beta) - O_p(1)$ uniformly over $h \in B_{k(n)}$ for some $c_n = o(1)$ and a finite constant $K > 0$; iii) $\max(c_{0,n}, c_n, \hat{Q}_n(\Pi_{k(n)}\beta_0), \eta_n) = o(g_0(n, k(n), \varepsilon))$ for all $\varepsilon > 0$.

Then for all $\varepsilon > 0$:

$$\mathbb{P}_*\left(\|\hat{\beta}_n - \beta_0\|_B > \varepsilon\right) \to 0 \text{ as } n \to \infty.$$

**Remark G23.** Condition a. is an identification conditions. Condition b. requires the sieve approximation to be valid for the objective function. Condition d. gives an asymptotic equivalence between $\hat{Q}_n$ and $\hat{Q}_n$ up to a $O_p(\max(c_n, c_{0,n}))$ term; if one is close to zero, the other must be as well. It also requires that the sieve approximation rate, the rate at which $\hat{Q}_n$ and $\hat{Q}_n$ become equivalent and the approximation error goes to zero faster than the ill-posedness of the problem as measured by $g_0$.

**Proof of Proposition F21:**

In the iid case, if $y^*_t$ depends on $f$ only via the shocks $e^*_t$, i.e. $y^*_t = g_{obs}(x_t, \theta, e^*_t)$, then $\mathbb{E}(\hat{\psi}^*_t(\tau, \beta)) = \int \mathbb{E}(\exp(i\tau'(g_{obs}(x_t, \theta, \varepsilon), x_t))f(\varepsilon)d\varepsilon)$ for each $\tau$. First note that $\Pi_{k(n)}\beta_0 = (\theta_0, \Pi_{k(n)}f_0)$ and:

$$\left|\mathbb{E}(\hat{\psi}^*_t(\tau, \Pi_{k(n)}\beta_0) - \hat{\psi}_t(\tau))\right| = \left|\mathbb{E}(\hat{\psi}^*_t(\tau, \Pi_{k(n)}\beta_0) - \hat{\psi}^*_t(\tau, \beta_0))\right|
= \left|\int \mathbb{E}(\exp(i\tau'(g_{obs}(x_t, \theta_0, u), x_t)))\Pi_{k(n)}f_0(u) - f_0(u)\right|du
\leq \int |\Pi_{k(n)}f_0(u) - f_0(u)|du = \|\Pi_{k(n)}f_0 - f_0\|_{TV}.$$

Taking squares on both sides and integrating:

$$\int \left|\mathbb{E}(\hat{\psi}^*_t(\tau, \Pi_{k(n)}\beta_0) - \hat{\psi}_t(\tau))\right|^2\tau(\tau)d\tau \leq \|\Pi_{k(n)}f_0 - f_0\|_{TV}^2.$$

To conclude the proof, use the assumption that $B$ is bounded linear so that:

$$Q_n(\Pi_{k(n)}\beta_0) \leq M^2_B \int \left|\mathbb{E}(\hat{\psi}^*_t(\tau, \Pi_{k(n)}\beta_0) - \hat{\psi}_t(\tau))\right|^2\tau(\tau)d\tau \leq M^2_B\|\Pi_{k(n)}f_0 - f_0\|_{TV}^2.$$

**Proof of Proposition F22:**

To prove the proposition, proceed in four steps:
1. First, Assumption F11 implies:
\[
\int |\hat{\psi}_n(\tau) - \mathbb{E}(\hat{\psi}_n(\tau))|^2 \pi(\tau) d\tau = O_p(1/n)
\]

2. It also implies that, uniformly over \( \beta \in B_{k(n)} \):
\[
\int |\hat{\psi}_n^S(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^S(\tau, \beta))|^2 \pi(\tau) d\tau = O_p(C_n/n)
\]

3. By the triangular inequality, the previous two results imply that, uniformly over \( \beta \in B_{k(n)} \):
\[
\int \left| [\hat{\psi}_n^S(\tau, \beta) - \hat{\psi}_n(\tau)] - \mathbb{E}[\hat{\psi}_n^S(\tau, \beta) - \hat{\psi}_n(\tau)] \right|^2 \pi(\tau) d\tau = O_p(\max(1, C_n)/n).
\]

And, because \( B \) is a bounded linear operator:
\[
\int \left| [B\hat{\psi}_n^S(\tau, \beta) - B\hat{\psi}_n(\tau)] - \mathbb{E}[B\hat{\psi}_n^S(\tau, \beta) - B\hat{\psi}_n(\tau)] \right|^2 \pi(\tau) d\tau 
\leq M_B^2 \int \left| [\hat{\psi}_n^S(\tau, \beta) - \hat{\psi}_n(\tau)] - \mathbb{E}[\hat{\psi}_n^S(\tau, \beta) - \hat{\psi}_n(\tau)] \right|^2 \pi(\tau) d\tau = O_p(\max(1, C_n)/n).
\]

4. Using the inequality \(|a - b|^2 \geq 1/2|a|^2 + |b|^2\) and the previous result, uniformly over \( \beta \in B_{k(n)} \):
\[
1/2 \int |B\hat{\psi}_n^S(\tau, \beta) - B\hat{\psi}_n(\tau)|^2 \pi(\tau) d\tau 
\leq \int |\mathbb{E}(B\hat{\psi}_n^S(\tau, \beta) - B\hat{\psi}_n(\tau))|^2 \pi(\tau) d\tau + O_p(\max(1, C_n)/n)
\]

and
\[
1/2 \int |\mathbb{E}(B\hat{\psi}_n^S(\tau, \beta) - B\hat{\psi}_n(\tau))|^2 \pi(\tau) d\tau 
\leq \int |B\hat{\psi}_n^S(\tau, \beta) - B\hat{\psi}_n(\tau)|^2 \pi(\tau) d\tau + O_p(\max(1, C_n)/n).
\]

The last step concludes the proof of the proposition with \( \delta_n^2 = \max(1, C_n)/n = o(1) \) if \( C_n/n \to 0 \) as \( n \to \infty \).

First, consider steps 1. and 2:
Step 1.: For $M > 0$, a convergence rate $r_n$ and Markov’s inequality:

$$
\mathbb{P} \left( \int |\hat{\psi}_n(\tau) - \mathbb{E}(\hat{\psi}_n(\tau))|^2 \pi(\tau) d\tau \geq Mr_n \right) \leq \frac{1}{Mr_n} \mathbb{E} \left( \int |\hat{\psi}_n(\tau) - \mathbb{E}(\hat{\psi}_n(\tau))|^2 \pi(\tau) d\tau \right)
$$

$$
= \frac{1}{Mr_n} \int \mathbb{E} \left( |\hat{\psi}_n(\tau) - \mathbb{E}(\hat{\psi}_n(\tau))|^2 \right) \pi(\tau) d\tau
$$

$$
\leq \frac{2}{Mr_n} \frac{1 + 24 \sum_{m \geq 0} \alpha(m)^{1/p}}{n} \int \pi(\tau) d\tau
$$

$$
\leq \frac{C_{\alpha,p}}{Mr_n n}.
$$

The last two inequalities come from Lemma $\text{G13}$ If the data is iid then the mixing coefficients $\alpha(m) = 0$ for all $m \geq 1$. $C_{\alpha,p}$ is a constant that only depends on the mixing rate $\alpha$, $p$ and the bound on $|\hat{\psi}_1(\tau) - \mathbb{E}(\hat{\psi}_1(\tau))| \leq 2$. For $r_n = 1/n$ and $M \to \infty$ the probability goes to zero. As a result: $\int |\hat{\psi}_n(\tau) - \mathbb{E}(\hat{\psi}_n(\tau))|^2 \pi(\tau) d\tau = O_p(1/n)$.

Step 2.: The proof is similar to the proof of Lemma C.1 in Chen & Pouzo (2012). It also begins similarly to Step 1, for $M > 0$, a convergence rate $r_n$; using Markov’s inequality:

$$
\mathbb{P} \left( \sup_{\beta \in \mathcal{B}_k(n)} \int |\hat{\psi}_n^S(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^S(\tau, \beta))|^2 \pi(\tau) d\tau \geq Mr_n \right)
$$

$$
\leq \frac{1}{Mr_n} \mathbb{E} \left( \sup_{\beta \in \mathcal{B}_k(n)} \int |\hat{\psi}_n^S(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^S(\tau, \beta))|^2 \pi(\tau) d\tau \right)
$$

$$
\leq \frac{1}{Mr_n} \int \mathbb{E} \left( \sup_{\beta \in \mathcal{B}_k(n)} |\hat{\psi}_n^S(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau))|^2 \right) \pi(\tau) d\tau
$$

$$
\leq \frac{1}{Mr_n} \int \mathbb{E} \left( \sup_{\beta \in \mathcal{B}_k(n)} |\hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau))|^2 \right) \pi(\tau) d\tau
$$

Suppose that there is an upper bound $C_n$ such that for all $\tau$:

$$
\mathbb{E} \left( \sup_{\beta \in \mathcal{B}_k(n)} ||\hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta))|| \pi(\tau)^{1/(2+\eta)} \right) \leq C_n/n
$$

If the following also holds $\int \pi(\tau)^{-2/(2+\eta)} d\tau = C_{\eta} < \infty$ then:

$$
\frac{1}{Mr_n} \int \mathbb{E} \left( \sup_{\beta \in \mathcal{B}_k(n)} |\hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta))|^2 \right) \pi(\tau) d\tau \leq \frac{C_{\eta} C_n}{Mr_n n}.
$$

Take $r_n = C_n/n = o(1)$, then for $M \to \infty$ the probability goes to zero. As a result:

$$
\sup_{\beta \in \mathcal{B}_k(n)} \int |\hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta))|^2 \pi(\tau) d\tau = O_p(C_n/n).
$$
The bounds $C_n$ are now computed, first in the iid case. By theorem 2.14.5 of van der Vaart & Wellner (1996):

$$
\mathbb{E} \left( \sup_{\beta \in B_{k(n)}} \sqrt{n} \left| \hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta)) \right| \pi(\tau)^{1/(2+\eta)} \right)^2 \leq \left( 1 + \mathbb{E} \left( \sup_{\beta \in B_{k(n)}} \sqrt{n} \left| \hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta)) \right| \pi(\tau)^{1/(2+\eta)} \right) \right)^2.
$$

Also, by theorem 2.14.2 of van der Vaart & Wellner (1996) there exists a universal constant $K > 0$ such that for each $\tau \in \mathbb{R}^d$:

$$
\mathbb{E} \left( \sup_{\beta \in B_{k(n)}} \sqrt{n} \left| \hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta)) \right| \pi(\tau)^{1/(2+\eta)} \right) \leq K \int_0^1 \sqrt{1 + \log \mathbb{N}(x, \Psi_{k(n)}, \| \cdot \|)} dx
$$

with $\Psi_{k(n)} = \{ \psi : B_{k(n)} \to \mathbb{C}, \beta \to \hat{\psi}_n^s(\tau, \beta) \pi(\tau)^{1/(2+\eta)} \}$, $\mathbb{N}$ is the covering number with bracketing. Because of the $L^p$-smoothness, it is bounded above by:

$$
\mathbb{N}(x, \Psi_{k(n)}, \| \cdot \|) \leq \mathbb{N}(x^{1/\gamma}, B_{k(n)}, \| \cdot \|) \leq C \mathbb{N}(x^{1/\gamma}, B_{k(n)}, \| \cdot \|).
$$

Let $\sqrt{C_n} = \sqrt{1 + \log \mathbb{N}(x^{1/\gamma}, B_{k(n)}, \| \cdot \|)} dx$, together with the previous inequality, it implies:

$$
\mathbb{E} \left( \sup_{\beta \in B_{k(n)}} \sqrt{n} \left| \hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta)) \right| \pi(\tau)^{1/(2+\eta)} \right)^2 \leq \left( 1 + K \sqrt{C_n} \right)^2 \leq 4(1 + K^2)C_n.
$$

To conclude, divide by $n$ on both sides to get the bound:

$$
\mathbb{E} \left( \sup_{\beta \in B_{k(n)}} \left| \hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta)) \right| \pi(\tau)^{1/(2+\eta)} \right)^2 \leq 4(1 + K^2)C_n/n.
$$

For the dependent case, Lemma G15 implies that if $\hat{\psi}_n^s(\tau, \beta)$ is $\alpha$-mixing at an exponential rate, the moments are bounded and the sieve spaces are compact:

$$
\mathbb{E} \left( \sup_{\beta \in B_{k(n)}} \sqrt{n} \left| \hat{\psi}_n^s(\tau, \beta) - \mathbb{E}(\hat{\psi}_n^s(\tau, \beta)) \right| \pi(\tau)^{1/(2+\eta)} \right)^2 \leq \left( 1 + K \sqrt{C_n} \right)^2 \leq K C_n
$$

with, for any $\vartheta \in (0, 1)$ such that the integral exists:

$$
C_n = \int_0^1 \left( x^{\vartheta/2 - 1} \sqrt{\log \mathbb{N}(x^{1/\gamma}, B_{k(n)}, \| \cdot \|) + \log^2 \mathbb{N}(x^{1/\gamma}, B_{k(n)}, \| \cdot \|) \} dx
$$
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**Step 3.** Follows from the triangular inequality and the assumption that $B$ is a bounded linear operator.

**Step 4.** The following two inequalities can be derived from the inequality $|a - b|^2 \geq 1/2|a|^2 + |b|^2$, which is symmetric in $a$ and $b$:

$$\left| [B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau)] - \mathbb{E}[B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau)] \right|^2$$
$$\geq 1/2 \left| B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau) \right|^2 + \left| \mathbb{E}[B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau)] \right|^2$$

and

$$\left| [B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau)] - \mathbb{E}[B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau)] \right|^2$$
$$\geq \left| B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau) \right|^2 + 1/2 \left| \mathbb{E}[B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau)] \right|^2.$$

Taking integrals on both sides and given that

$$\int \left| [B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau)] - \mathbb{E}[B\hat{\psi}^S_n(\tau, \beta) - B\hat{\psi}_n(\tau)] \right|^2 \pi(\tau)d\tau = O_p(C_n/n)$$

uniformly in $h \in B_{k(n)}$, the desired result follows:

$$1/2\hat{Q}_n^S(\beta) \leq Q_n(\beta) + O_p(C_n/n)$$
$$1/2Q_n(\beta) \leq \hat{Q}_n^S(\beta) + O_p(C_n/n).$$

With this, it follows that Assumption F10 is satisfied.

**Lemma G13.** Let $(Y_t)_{t \geq 1}$ mean zero, $\alpha$-mixing with rate $\alpha(m)$ such that $\sum_{m \geq 1} \alpha(m)^{1/p} < \infty$ for some $p > 1$, and $|Y_t| \leq 1$ for all $t \geq 1$. Then we have:

$$\mathbb{E} \left( n|\bar{Y}_n|^2 \right) \leq 1 + 24 \sum_{m \geq 1} \alpha(m)^{1/p}$$

**Proof of Lemma G13:** The proof follows from Davydov (1968)'s inequality: let $p, q, r \geq 0, 1/p + 1/q + 1/r = 1$, for any random variables $X, Y$:

$$|\text{cov}(X, Y)| \leq 12\alpha(\sigma(X), \sigma(Y))^{1/p}\mathbb{E}(|X|^q)^{1/q}\mathbb{E}(|Y|^r)^{1/r}$$
where $\alpha(\sigma(X), \sigma(Y))$ is the mixing coefficient between $X$ and $Y$. As a result:

$$
E \left( \left| \sqrt{n} \bar{X}_n \right|^p \right)^{1/p} \leq K \left[ \sqrt[p]{p} \left( \int_0^1 \min(\alpha^{-1}(u), n) \frac{Q^2(u)}{n} \right)^{1/2} + n^{1/p-1/2} p^2 \| \sup_{t>0} X_t \|_{\infty} \right]
$$

where $Q_t$ is the quantile function of $X_t$, $\min(\alpha^{-1}(u), n) = \sum_{k=0}^{n} \mathbb{1}_{u \leq \alpha_k}$.

**Proof of Lemma G14.** Theorem 6.3 [Rio (2000)] implies the following inequality:

$$
E \left( \left| \sum_{t=1}^{n} X_t \right|^p \right) \leq a_p s_n^p + b_p \int_0^1 \min(\alpha^{-1}(u), n)^{p-1} Q^p(u) du
$$

where $a_p = p4^{p+1}(p+1)^{p/2}$ and $b_p = \frac{p}{p-1}4^{p+1}(p+1)^{p-1}$, $Q = \sup_{t>0} Q_t$ and $s_n^2 = \sum_{t=1}^{n} \sum_{t'=1}^{n} |\text{cov}(X_t, X_{t'})|$.

Since $X_t$ is uniformly bounded, using the results from Appendix C in [Rio (2000)]:

$$
\int_0^1 \min(\alpha^{-1}(u), n)^{p-1} Q^p(u) du \leq 2 \left( \sum_{k=0}^{n-1} (k+1)^{p-1} \alpha_k \right) \| \sup_{t>0} X_t \|_{\infty}.
$$
Because the strong-mixing coefficients are exponentially decreasing, it implies:

\[
\sum_{k=0}^{n-1} (k+1)^{p-1} \alpha_k \leq A \exp(C) \sum_{k \geq 1} k^{p-1} \exp(-Ck) \leq A \exp(C)(p-1)^{p-1} \frac{1}{(1 - \exp(-C))^{p-1}}
\]

And Corollary 1.1 of [Rio (2000)] yields:

\[
s_n^2 \leq 4 \int_0^1 \min(\alpha^{-1}(u), n) \sum_{t=1}^n Q_t^2(u) du.
\]

Altogether:

\[
\mathbb{E} \left( |\sqrt{n} X_n|^p \right)^{1/p} \leq K_1 (p+1)^{1/2} \left( \int_0^1 \min(\alpha^{-1}(u), n) \sum_{t=1}^n Q_t^2(u) \frac{1}{n} \right)^{1/2} + K_2 n^{1/p-1/2} (p-1)^{(p-1)/p} (p+1)^{(p-1)/p} \sup_{t>0} X_t \|\| \nn \leq K \left( \sqrt{p} \left( \int_0^1 \min(\alpha^{-1}(u), n) \sum_{t=1}^n Q_t^2(u) \frac{1}{n} \right)^{1/2} + n^{1/p-1/2} p^2 \sup_{t>0} X_t \|\| \right).
\]

with \( K_1 \geq 2^{1/p} p^{1/p} 4^{(p+1)/p} \), \( K_2 \geq (p/[p-1])^{1/p} 4^{(p+1)/p} 2^{1/p} A \exp(C) \frac{1}{(1 - \exp(-C))^{p-1/p}} \). Note that since \( p \geq 2 \), \( 2^{1/p} \leq \sqrt{2} \), \( p^{1/p} \leq 1 \), \( 4^{(p+1)/p} \leq 16 \), etc. The constants \( K_1, K_2 \) do not depend on \( p \). \( K \) only depends on the constants \( A \) and \( C \). \( \square \)

**Lemma G15.** Suppose that \((X_t(\beta))_{t>0}\) is a real valued, mean zero random process for any \( \beta \in \mathcal{B} \). Suppose that it is \( \alpha \)-mixing with exponential decay: \( \alpha(m) \leq A \exp(-Cm) \) for \( A, C > 0 \) and bounded \( |X_t(\beta)| \leq 1 \). Let \( \mathcal{X} = \{X : \mathcal{B} \rightarrow \mathbb{C}, \beta \rightarrow X_t(\beta)\} \) and suppose that \( \int_0^1 \log^2 N_{[1]}(x, \mathcal{X}, \|\|) dx < \infty \) then: \( \int_0^1 x^{q/2-1} \sqrt{\log N_{[1]}(x, \mathcal{X}, \|\|)} + \log^2 N_{[1]}(x, \mathcal{X}, \|\|) dx < \infty \) for all \( \vartheta \in (0, 1) \) and:

\[
\mathbb{E} \left( \sup_{\beta \in \mathcal{B}} |\hat{\psi}_t^\beta(\beta) - \mathbb{E}(\hat{\psi}_t^\beta(\beta))|^2 \right) \leq K \left( \int_0^1 x^{q/2-1} \sqrt{\log N_{[1]}(x, \mathcal{X}, \|\|)} + \log^2 N_{[1]}(x, \mathcal{X}, \|\|) dx \right).
\]

**Proof of Lemma G15** The method of proof is adapted from the proof of Theorem 3 in [Ben Hariz (2005)]; he only considers the stationary case, the non-stationary case is permitted here. Let \( Z_n(\beta) = \frac{1}{\sqrt{n}} \sum_{t=1}^n X_t(\beta) \), by Lemma G14

\[
\|Z_n(\beta)\|_p = \mathbb{E}(\|Z_n(\beta)\|^p)^{1/p} \leq K \left( \mathbb{V}^{1/p} \sum_{t=1}^n \|X_t(\beta)\|^{q/2} + p^2 n^{-1/2+1/p} \sup_{t>0} X_t(\beta) \|\| \right).
\]
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The term $\frac{1}{n} \sum_{t=1}^{n} \|X_t(\beta)\|^\vartheta$ comes from Hölder’s inequality, for any $\vartheta \in (0,1)$:

$$\left| \int_0^1 \min(\alpha^{-1}(u), n) \sum_{t=1}^{n} \frac{Q_t^2(u)}{n} \right|^{1/2} \leq \left( \int_0^1 \min(\alpha^{-1}(u), n)^{(1/(1-\vartheta))} \right)^{1-\vartheta} \cdot \left( \int_0^1 \frac{1}{n} \sum_{t=1}^{n} Q_t(u)^{2/\vartheta} \right)^{\vartheta/2}$$

$$\leq \left( \frac{1}{1-\vartheta} \sum_{j=1}^{n} (1+j)^{1/(1-\vartheta)} \alpha(j) \right)^{1-\vartheta} \cdot \frac{1}{n} \sum_{t=1}^{n} \left( \int_0^1 |Q_t(u)|^{2/\vartheta} \, du \right)^{\vartheta/2}$$

$$\leq \left( \frac{1}{1-\vartheta} \sum_{j=1}^{n} (1+j)^{1/(1-\vartheta)} \alpha(j) \right)^{1-\vartheta} \cdot \frac{1}{n} \sum_{t=1}^{n} \|Q_t\|_1^{\vartheta/2}.$$  

The last inequality follows from assuming $|Q_t| \leq 1$. To simplify notation, use $\frac{1}{n} \sum_{t=1}^{n} \|Q_t\|_1^\vartheta$ rather than $\frac{1}{n} \sum_{t=1}^{n} \|Q_t\|_1^{\vartheta/2}$. Also since $\alpha(j)$ has exponential decay, $\sum_{j=1}^{\infty} (1+j)^{1/(1-\vartheta)} \alpha(j) < \infty$ so the first term is a constant which only depends on $(\alpha(j))_j$ and $\vartheta$. To derive the inequality, construct bracketing pairs $(\beta_j^k, \Delta_j^k)_{1 \leq j \leq N(k)}$ with $N(k) = N_{[1]}(2^{-k}; \mathcal{X}, \| \cdot \|_2)$ the minimal number of brackets needed to cover $\mathcal{X}$. By definition of $N(k)$ there exists brackets $(\Delta_{t,j}^k)_{j=1,\ldots,N(k)}$ such that:

1. $\mathbb{E} \left( |\Delta_{t,j}^k|^2 \right)^{1/2} \leq 2^{-k}$ for all $t, j, k$.

2. For all $\beta \in \mathcal{B}$ and $k \geq 1$, there exists an index $j$ such that $|X_t(\beta) - X_t(\beta_j^k)| \leq \Delta_{t,j}^k$.

**Remark G24.** Because of the dynamics, the dependence of $X_t$ can vary with $\beta$, which is not the case in [Ben Hariz (2005)] or [Andrews & Pollard (1994)]. This remark, details the construction of the brackets $(\Delta_{t,j}^k)$ in the current setting. Suppose that $\beta \rightarrow X_t(\beta)$ is $L^p$-smooth as in Assumption F11. Let $\beta_1^k, \ldots, \beta_N^k$ be such that $\mathcal{B}_k \subseteq \bigcup_{j=1}^{N(k)} B_{[\delta/C]^j}(\beta_j^k)$ then for $j \leq N(k)$ and some $Q \geq 2$:

$$\left[ \mathbb{E} \left( \sup_{\|\beta - \beta_j^k\| \leq \delta/C} |X_t(\beta) - X_t(\beta_j^k)|^Q \right) \right]^{1/Q} \leq \delta.$$  

Let $\Delta_{t,j}^k = \sup_{\|\beta - \beta_j^k\| \leq \delta/C} |X_t(\beta) - X_t(\beta_j^k)|$ then $\mathbb{E} (\Delta_{t,j}^{2k})^{1/2} \leq \mathbb{E} (\Delta_{t,j}^{Qk})^{1/Q}$ by Hölder’s inequality which is smaller than $\delta$ by construction. $\left[ \mathbb{E} (|\Delta_{t,j}^k|^2)^{1/2} \leq \delta = 2^{-k}$ by construction. However, there is no guarantee that $(\Delta_{t,j}^k)_{t \geq 1}$ as constructed above is $\alpha$-mixing. Another construction for the bracket which preserves the mixing property is now suggested. Let $\mathcal{B} \subseteq \mathcal{B}$
a non-empty compact set in $\mathcal{B}$. Note that since the $(\beta_j^k)$ cover $\mathcal{B}$, they also cover $B$. Let $\tilde{\Delta}_{t,j}^k$ be such that $|\frac{1}{n}\sum_{t=1}^{n} \tilde{\Delta}_{t,j}^k| = \sup_{\beta \in \mathcal{B}, \|\beta - \beta_j^k\| \leq \delta/C} \frac{1}{n} \sum_{t=1}^{n} X_t(\beta) - X_t(\beta_j^k)$. Because $B$ is compact, the supremum is attained at some $\tilde{\beta}_j^k \in B$. For all $t = 1, \ldots, n$, take $\tilde{\Delta}_{t,j}^k = X_t(\tilde{\beta}_j^k) - X_t(\beta_j^k)$. For each $(j,k)$ the sequence $(\tilde{\Delta}_{t,j}^k)_{t \geq 0}$ is $\alpha$-mixing by construction. Furthermore, by construction: $|\tilde{\Delta}_{t,j}^k| \leq |\Delta_{t,j}^k|$ and thus $\left[\mathbb{E}(|\tilde{\Delta}_{t,j}^k|^Q)\right]^{1/Q} \leq 2^{-k}$. These brackets, built in $B$ rather than $\mathcal{B}$, preserve the mixing properties. The rest of the proof applied to $B$ implies:

$$
\mathbb{E} \left( \sup_{\beta \in \mathcal{B}} |\sqrt{n}[\hat{\psi}^S_t(\beta) - \mathbb{E}(\hat{\psi}^S_t(\beta))]|^2 \right)
\leq K \left( \int_0^1 x^{d/2-1} \sqrt{\log N[1](x^{1/\gamma}, B, \|\cdot\|)} + \log^2 N[1](x^{1/\gamma}, B, \|\cdot\|)dx \right)
\leq K \left( \int_0^1 x^{d/2-1} \sqrt{\log N[1](x^{1/\gamma}, B, \|\cdot\|)} + \log^2 N[1](x^{1/\gamma}, B, \|\cdot\|)dx \right).
$$

For an increasing sequence of compact sets $B_k \subseteq B_{k+1} \subseteq \mathcal{B}$ dense in $\mathcal{B}$, there is an increasing and bounded sequence:

$$
\mathbb{E} \left( \sup_{\beta \in B_k} |\sqrt{n}[\hat{\psi}^S_t(\beta) - \mathbb{E}(\hat{\psi}^S_t(\beta))]|^2 \right)
\leq \mathbb{E} \left( \sup_{\beta \in B_{k+1}} |\sqrt{n}[\hat{\psi}^S_t(\beta) - \mathbb{E}(\hat{\psi}^S_t(\beta))]|^2 \right)
\leq K \left( \int_0^1 x^{d/2-1} \sqrt{\log N[1](x^{1/\gamma}, B, \|\cdot\|)} + \log^2 N[1](x^{1/\gamma}, B, \|\cdot\|)dx \right).
$$

This sequence is thus convergent with limit less or equal than the upper-bound. Hence, it must be that the supremum over $\mathcal{B}$ is also bounded. It can thus be assumed that $(\Delta_{t,j}^k)_{t \geq 1}$ are $\alpha$-mixing.

Assume that, without loss of generality, $|\Delta_{t,j}^k| \leq 1$ for all $j,k$. Let $(\pi_k(\beta), \Delta_k(\beta))$ be a bracketing pair for $\beta \in \mathcal{B}$. Let $q_0, k, q$ be positive integers such that $q_0 \leq k \leq q$ and let $T_k(\beta) = \pi_k \circ \pi_{k+1} \circ \cdots \circ \pi_q(\beta)$. Using the following identity:

$$
\left[ \mathbb{E} \left( \sup_{\beta \in \mathcal{B}} |Z_n(\beta)|^2 \right) \right]^{1/2}
= \left[ \mathbb{E} \left( \sup_{\beta \in \mathcal{B}} |Z_n(\beta) - Z_n(T_q(\beta)) + \sum_{k=q_0+1}^{q} [Z_n(T_k(\beta)) - Z_n(T_{k-1}(\beta))] + Z_n(T_{q_0}(\beta))]^2 \right) \right]^{1/2}
$$
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and the triangular inequality, decompose the identity into three groups:

\[
\left[ \mathbb{E}\left( \sup_{\beta \in \mathcal{B}} |Z_n(\beta)|^2 \right) \right]^{1/2} \leq \left[ \mathbb{E}\left( \sup_{\beta \in \mathcal{B}} |Z_n(\beta) - Z_n(T_q(\beta))|^2 \right) \right]^{1/2} + \sum_{k=q_0+1}^{q} \left[ \mathbb{E}\left( \sup_{h \in \mathcal{B}} |Z_n(T_k(\beta)) - Z_n(T_{k-1}(\beta))|^2 \right) \right]^{1/2} + \left[ \mathbb{E}\left( \sup_{\beta \in \mathcal{B}} |Z_n(T_{q_0}(\beta))|^2 \right) \right]^{1/2} \leq E_{q+1} + \sum_{k=q_0+1}^{q} E_k + E_{q_0}.
\]

The following inequality is due to [Pisier (1983)], for any \(X_1, \ldots, X_N\) random variable:

\[
\left[ \mathbb{E}\left( \max_{1 \leq t \leq N} |X_t|^p \right) \right]^{1/p} \leq N^{1/p} \max_{1 \leq t \leq N} \left[ \mathbb{E} (|X_t|^p) \right]^{1/p}.
\]

Now that \(\{T_k(\beta), \beta \in \mathcal{B}\}\) has at most \(N(k)\) elements by construction. Some terms can be simplified \(E_k = \mathbb{E}\left( \max_{g \in T_k(\mathcal{B})} |Z_n(g) - Z_n(T_{k-1}(g))|^2 \right)^{1/2}\) for \(q_0 + 1 \leq k \leq q\). For \(p \geq 2\) using both Hölder and Pisier’s inequalities:

\[
E_k \leq \left[ \mathbb{E}\left( \sup_{\beta \in T_k(\mathcal{B})} |Z_n(\beta) - Z_n(T_{k-1}(\beta))|^p \right) \right]^{1/p} \leq N(k)^{1/p} \max_{g \in T_k(\mathcal{B})} \left[ \mathbb{E} (|Z_n(g) - Z_n(T_{k-1}(g))|^p) \right]^{1/p}.
\]

By the definition of \(\Delta^k_j\):

\[
E_k \leq N(k)^{1/p} \max_{1 \leq j \leq N(k)} \left[ \mathbb{E} (|\Delta^k_j(g)|^p) \right]^{1/p}.
\]

This is also valid for \(E_{q+1}\). Using Rio’s inequality for \(\alpha\)-mixing dependent processes:

\[
E_k \leq KN(k)^{1/p} \left( \sqrt{p} \max_{g \in T_k(\mathcal{B})} \|\Delta^k(g)\|^{\theta/2} + p^2 n^{-1/2+1/p} \max_{g \in T_k(\mathcal{B})} \|\Delta^k(g)\|_{\infty} \right) \leq KN(k)^{1/p} \left( \sqrt{p} 2^{-\theta/2k} + p^2 n^{-1/2+1/p} \right) \leq KN(k)^{1/p} 2^{-k} \left( \sqrt{p} 2^{k-\theta/2k} + p^2 [n^{-1/2} 2^k]^{1-2/p} 2^{2k/p} \right).
\]

For \(p > 2\) and \(2^{\theta}/\sqrt{n} \geq 1\), the inequality becomes:

\[
E_k \leq KN(k)^{1/p} 2^{-k} \left( \sqrt{p} 2^{k-\theta/2k} + p^2 [n^{-1/2} 2^k]^{1-2/p} 2^{2k/p} \right).
\]
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Choosing \( p = k + \log N(k) \) implies:

\[
N(k)^{1/p} \leq \exp(1) \\
\sqrt{p} \leq \sqrt{k} + \sqrt{\log N(k)} \\
p^2 \leq 4[k^2 + \log^2 N(k)] \\
2^{2k/p} \leq 4.
\]

Applying these bounds to the previous inequality:

\[
E_k \leq 16K \exp(1)2^{-k} \left( [\sqrt{k} + \sqrt{\log N(k)}]2^{k-\theta/2k} + [k^2 + \log(N(k))^2] \frac{2^q}{\sqrt{n}} \right) \\
\leq \frac{2^q}{\sqrt{n}}16K \exp(1)2^{-k} \left( [\sqrt{k} + \sqrt{\log N(k)}]2^{k-\theta/2k} + k^2 + \log(N(k))^2 \right).
\]

Note that \( \sum_{k \geq 1} (\sqrt{k} + k^2)2^{-k} \leq 2 \sum_{k \geq 1} k^22^{-k} = 12 \). Hence:

\[
\sum_{k=q_0+1}^{q+1} E_k \\
\leq \frac{2^{q+1}}{\sqrt{n}}16K \exp(1) \left( 12 + \int_0^1 [x^{\theta/2-1} \sqrt{\log N_{[1]}(x, X, \| \cdot \|)} + \log^2 N_{[1]}(x, X, \| \cdot \|)]dx \right).
\]

Pick the smallest integer \( q \) such that \( q \geq \log(n)/(2 \log 2) - 1 \) so that \( 4\sqrt{n} \geq 2^q \geq \sqrt{n}/2 \) and \( 2^q/\sqrt{n} \in [1/2, 4] \). Only \( E_{q_0} \) remains to be bounded, using Rio’s inequality again:

\[
\left[ \mathbb{E} \left( \sup_{\beta \in \mathcal{B}} |Z_n(T_{q_0}(\beta))|^2 \right) \right]^{1/2} \leq K N(q_0)^{1/p} \left( \sqrt{p} \max_{h \in T_{q_0}(\mathcal{B})} \| X_1(\beta) \|^\theta + p^2 n^{-1/2+1/p} \| X_1(\beta) \|_{\infty} \right).
\]

For any \( \varepsilon > 0 \) pick \( p = \max(2 + \varepsilon, q_0 + \log N(q_0)) \) then:

\[
N(q_0)^{1/p} \leq \exp(1) \\
n^{-1/2+1/p} \leq n^{-1/2+1/(2+\varepsilon)} \leq 1.
\]

Then conclude that:

\[
\left[ \mathbb{E} \left( \sup_{\beta \in \mathcal{B}} |Z_n(T_{q_0}(\beta))|^2 \right) \right]^{1/2} \leq 4 \exp(1)K \left( \sqrt{q_0} + \sqrt{\log N(q_0)} + q_0^2 + \log N(q_0)^2 \right) \\
\leq K' \log N(q_0)^2 \\
\leq K' \int_0^1 \log^2 N_{[1]}(x, X, \| \cdot \|)dx
\]
Hence, there exists a constant $K > 0$ which only depends on $(\alpha(m))_{m>0}$ such that:
\[
\left[ \mathbb{E} \left( \sup_{b \in B} |Z_n(b)|^2 \right) \right]^{1/2} \leq K \int_0^1 |x^{3/2-1} \sqrt{\log N(x, X, \| \cdot \|)} + \log^2 N(x, X, \| \cdot \|)|dx.
\]
Let $C_n = K \int_0^1 |x^{3/2-1} \sqrt{\log N(x, X, \| \cdot \|)} + \log^2 N(x, X, \| \cdot \|)|dx$, then $\mathbb{E} \left( \sup_{b \in B} |Z_n(b)|^2 \right) \leq C_n$ for all $n \geq 1$.

\section{G.2 Rate of Convergence}

\textbf{Proof of Proposition F3:} By Hölder’s inequality and the $L^p$-smoothness assumption:
\[
\left| \mathbb{E} \left( \hat{\psi}_n^s(\tau, \Pi_k(\beta_0)) \right) \right|^2 \pi(\tau)^{1/(1+\eta/2)} \leq C^2 \|\Pi_k(\beta_0) - \beta_0\|_{B}^{2\gamma}.
\]
Using the fact that $|a + b|^2 \leq 3||a|^2 + |b|^2|:
\[
Q_n(\Pi_k(\beta_0)) \leq \left[ Q_n(\beta_0) + \int |B\mathbb{E} \left( \hat{\psi}_n^s(\tau, \Pi_k(\beta_0)) - \psi_n^s(\tau, \beta_0) \right) |^2 \pi(\tau) d\tau \right]
\leq 3 \left[ Q_n(\beta_0) + M_B^2 \int \mathbb{E} \left( \hat{\psi}_n^s(\tau, \Pi_k(\beta_0)) - \psi_n^s(\tau, \beta_0) \right) |^2 \pi(\tau) d\tau \right]
\leq 3 \left[ Q_n(\beta_0) + \left( C^2 M_B^2 \int \pi^{1-\frac{2}{2+p}}(\tau) d\tau \right) \|\Pi_k(\beta_0) - \beta_0\|_B^{2\gamma} \right].
\]
The last inequality comes from taking integrals on both sides of the first inequality. The integral on the right-hand side is finite by assumption. To conclude the proof, take $K = 3[1 + C^2 M_B^2 \int \pi^{1-\frac{2}{2+p}}(\tau) d\tau]$. \hfill \Box

\textbf{Proof of Theorem F3} Let $\varepsilon > 0$ and $r_n = \max(\delta_n, \sqrt{t_n}, \|\Pi_k(\beta_0) - \beta_0\|_B, \sqrt{Q_n(\beta_0)})$. To prove the result, it will be shown that there exists some $M > 0$ and $N > 0$ such that for all $n \geq N$:
\[
P \left( \|\hat{\beta}_n - \beta_0\|_{weak} \geq Mr_n \right) < \varepsilon. \tag{G.4}
\]

The approach to prove existence is similar to the proof of Lemma B.1 in Chen and Pouzo (2012). First, under the stated assumptions, the following inequalities hold:

1. $\hat{Q}_n^S(\beta) \leq 2Q_n(\beta) + O_p(\delta_n^2)
2. Q_n(\beta) \leq K \left( \|\beta - \beta_0\|^{2\gamma} + Q_n(\beta_0) \right)
3. \|\beta - \beta_0\|_{weak}^2 \leq CQ_n(\beta)
Applying them in the same order, equation (G.4) can be bounded above:

\[
\mathbb{P}\left(\|\hat{\beta}_n - \beta_0\|_{\text{weak}} \geq Mr_n\right)
\leq \mathbb{P}\left(\inf_{\beta \in B_{osn}, \|\beta - \beta_0\|_{\text{weak}} \geq Mr_n} \hat{Q}_n^s(\beta) \leq \inf_{\beta \in B_{osn}} \hat{Q}_n(\beta) + O_p(\eta_n)\right)
\leq \mathbb{P}\left(\inf_{\beta \in B_{osn}, \|\beta - \beta_0\|_{\text{weak}} \geq Mr_n} Q_n(\beta) \leq \inf_{\beta \in B_{osn}} Q_n(\beta) + O_p(\max(\delta_n^s, \eta_n))\right)
\leq \mathbb{P}\left(\inf_{\beta \in B_{osn}, \|\beta - \beta_0\|_{\text{weak}} \geq Mr_n} Q_n(\beta) \leq Q_n(M_k(n)\beta_0) + O_p(\max(\delta_n^s, \eta_n))\right)
\leq \mathbb{P}\left(M^2r_n^2 \leq O_p(\max(\|M_k(n)\beta_0 - \beta_0\|^2_{\text{weak}}, Q_n(\beta_0), \delta_n^s, \eta_n))\right)
\]

For \(r_n\) defined above, this probability becomes:

\[
\mathbb{P}\left(M^2 \leq O_p(1)\right) \rightarrow 0 \text{ as } M \rightarrow \infty.
\]

This concludes the first part of the proof. Finally:

\[
\|\hat{\beta}_n - \beta_0\|_B
\leq \|\Pi_k(n)\beta_0 - \beta_0\|_B + \|\hat{\beta}_n - \Pi_k(n)\beta_0\|_B \frac{\|\hat{\beta}_n - \Pi_k(n)\beta_0\|_{\text{weak}}}{\|\hat{\beta}_n - \Pi_k(n)\beta_0\|_{\text{weak}}}
\leq \|\Pi_k(n)\beta_0 - \beta_0\|_B + \tau_n \|\hat{\beta}_n - \Pi_k(n)\beta_0\|_{\text{weak}}
\leq \|\Pi_k(n)\beta_0 - \beta_0\|_B + \tau_n \left(\|\hat{\beta}_n - \beta_0\|_{\text{weak}} + \|\beta_0 - \Pi_k(n)\beta_0\|_{\text{weak}}\right)
\leq \|\Pi_k(n)\beta_0 - \beta_0\|_B + \tau_n \left(\|\hat{\beta}_n - \beta_0\|_{\text{weak}} + CQ_n(\Pi_k(n)\beta_0)\right)
\leq \|\Pi_k(n)\beta_0 - \beta_0\|_B + \tau_n \left(\|\hat{\beta}_n - \beta_0\|_{\text{weak}} + Q_n(\Pi_k(n)\beta_0)\right)
\]

This concludes the proof.

\[\square\]

**Proof of Proposition F4:** Since \((y^s_t, x_t)\) is geometrically ergodic, the joint density converges to the stationary distribution at a geometric rate: \(\|f_t(y, x) - f^s_t(y, x)\|_{TV} \leq C\rho^t, \rho < 1\). Because \(B\) is bounded linear and the moments \(\hat{\psi}_n, \hat{\psi}^s_n\) are bounded above by \(M\), uniformly
\( Q_n(\beta_0) \leq M_B^2 \int \left| \mathbb{E} \left( \hat{\psi}^S_n(\tau, \hat{\beta}_n) \right) - \lim_{n \to \infty} \mathbb{E} \left( \hat{\psi}_n(\tau) \right) \right|^2 \pi(\tau) d\tau \)
\[ \leq M^2 M_B^2 \left| \frac{1}{n} \sum_{t=1}^n \int [f_t(y, x) - f_t^*(y, x)] dy dx \right|^2 \pi(\tau) d\tau \]
\[ \leq M^2 M_B^2 \left( \frac{1}{n} \sum_{t=1}^n \int |f_t(y, x) - f_t^*(y, x)| dy dx \right)^2 \]
\[ \leq C M^2 M_B^2 \left( \frac{1}{n} \sum_{t=1}^n \rho^t \right)^2 \]
\[ \leq \frac{C M^2 M_B^2}{(1 - \rho)^2} \times \frac{1}{n^2} = O(1/n^2). \]

**G.3 Asymptotic Normality**

**Lemma G16 (Stochastic Equicontinuity).** Let \( M_n = \log \log(n+1) \) as defined in Assumption [F14]. Also, \( \|\hat{\beta}_n - \beta_0\|_B = O_p(\delta_{sn}) \). Suppose Assumption [F11] holds then for any \( \vartheta \in (0, 1) \), there exists a \( C > 0 \) such that:
\[
\mathbb{E} \left( \sup_{\|\beta - \beta_0\|_B \leq M_n \delta_{sn}} \left| \hat{\psi}^S_n(\tau, \beta) - \hat{\psi}^S_n(\tau, \beta_0) \right| - \mathbb{E} \left[ \hat{\psi}^S_n(\tau, \beta) - \hat{\psi}^S_n(\tau, \beta_0) \right] \right|^2 \pi(\tau) d\tau \leq \left( \frac{M_n \delta_{sn}}{\sqrt{n}} \right)^\gamma \sqrt{C_{sn}}
\]
where
\[
\sqrt{C_{sn}} := \int_0^1 \left( x^{-\theta/2} \sqrt{\log N([x M_n \delta_{sn}]^{1/\gamma}, B_{k(n)}, \| \cdot \|_B) + \log^2 N([x M_n \delta_{sn}]^{1/\gamma}, B_{k(n)}, \| \cdot \|_B)} \right) dx.
\]
Now suppose that \( \sqrt{C_{sn}} (M_n \delta_{sn})^\gamma = o(1) \) as in Assumption [F14]. For linear sieves, \( \sqrt{C_{sn}} \) is proportional to:
\[ (\log[M_n \delta_{sn}] k(n))^2. \]
Hence, for linear sieves \( \sqrt{C_{sn}} (M_n \delta_{sn})^\gamma = o(1) \) is implied by \( (M_n \delta_{sn})^\gamma \log(M_n \delta_{sn})^2 = o(1/k(n))^2 \).
Together with the previous inequality, this assumption implies a stochastic equicontinuity result:
\[
\left( \int \left| \hat{\psi}^S_n(\tau, \hat{\beta}_n) - \hat{\psi}^S_n(\tau, \beta_0) \right| - \mathbb{E} \left[ \hat{\psi}^S_n(\tau, \hat{\beta}_n) - \hat{\psi}^S_n(\tau, \beta_0) \right] \right)^2 \pi(\tau) d\tau \right)^{1/2} = o_p(1/\sqrt{n}).
\]

Proof of Lemma G16: Let $\Delta \hat{\psi}^S_t(\tau, \beta) = \hat{\psi}^S_t(\tau, \beta) - \hat{\psi}^S_t(\tau, \beta_0)$. Under Assumption F11

\[
\left[ \mathbb{E} \left( \sup_{\|\beta - \beta_0\|_B \leq M_n\delta_s} \left| \Delta \hat{\psi}^S_t(\tau, \beta) \right|^2 \pi(\tau) \frac{\pi}{2 + \eta} \right) \right]^{1/2} \leq C(M_n\delta_s)^\gamma
\]

and

\[
\left[ \mathbb{E} \left( \sup_{\|\beta_1 - \beta_2\|_B \leq \delta_s} \left| \Delta \hat{\psi}^S_t(\tau, \beta_1) - \Delta \hat{\psi}^S_t(\tau, \beta_2) \right|^2 \pi(\tau) \frac{\pi}{2 + \eta} \right) \right]^{1/2} \leq C \left( \frac{\delta}{M_n\delta_s} \right)^\gamma.
\]

Applying Lemma G15 to the empirical process $\Delta \hat{\psi}^S_t(\tau, \beta) \frac{\pi(\tau)}{2 + \eta} (M_n\delta_s)^\gamma$ yields:

\[
\left[ \mathbb{E} \left( \sup_{\|\beta - \beta_0\|_B \leq M_n\delta_s} \left| \Delta \hat{\psi}^S_n(\tau, \beta) - \mathbb{E} \left( \Delta \hat{\psi}^S_n(\tau, \beta) \right) \right|^2 \pi(\tau) \frac{\pi}{2 + \eta} \right) \right]^{1/2} \leq C \sqrt{n} \int_0^1 \left( x^{-\theta/2} \log N([xM_n\delta_s]^{1/\gamma}, B_{k(n)}, \|\cdot\|_B) + \log^2 N([xM_n\delta_s]^{1/\gamma}, B_{k(n)}, \|\cdot\|_B) \right) dx
\]

for some constant $C > 0$ and any $\theta \in (0,1)$ such that the integral is finite. For finite dimensional linear sieves the integral is proportional to $k(n)^2 \log(M_n\delta_s)^2$ and the bound becomes, after multiplying by $(M_n\delta_s)^\gamma$ on both sides:

\[
\left[ \mathbb{E} \left( \sup_{\|\beta - \beta_0\|_B \leq M_n\delta_s} \left| \Delta \hat{\psi}^S_n(\tau, \beta) - \mathbb{E} \left( \Delta \hat{\psi}^S_n(\tau, \beta) \right) \right|^2 \pi(\tau) \frac{\pi}{2 + \eta} \right) \right]^{1/2} \leq C \sqrt{n} (M_n\delta_s)^\gamma \log(M_n\delta_s) k(n)^2.
\]

Note that $\mathbb{P} \left( \|\hat{\beta}_n - \beta_0\|_B \leq M_n\delta_s \right) \rightarrow 1$ by construction of $M_n$ and definition of $\delta_s$.

Let $\Delta^S_n(\tau, \beta) = \hat{\psi}^S_n(\tau, \hat{\beta}_n) - \mathbb{E}[\hat{\psi}^S_n(\tau, \hat{\beta}_n)]$. The following inequalities can be used:

\[
\mathbb{P} \left( \int \left| \Delta^S_n(\tau, \hat{\beta}_n) - \Delta^S_n(\tau, \beta_0) \right|^2 \pi(\tau) \frac{\pi}{2 + \eta} \pi(\tau)^{1 - \frac{2}{2 + \eta}} d\tau > \frac{\varepsilon}{n} \right)
\]

\[
\leq \mathbb{P} \left( \sup_{\|\beta - \beta_0\|_B \leq M_n\delta_s} \int \left| \Delta^S_n(\tau, \beta) - \Delta^S_n(\tau, \beta_0) \right|^2 \pi(\tau) \frac{\pi}{2 + \eta} \pi(\tau)^{1 - \frac{2}{2 + \eta}} d\tau > \frac{\varepsilon}{n} \right)
\]

\[
+ \mathbb{P} \left( \|\beta - \beta_0\|_B > M_n\delta_s \right)
\]

\[
\leq \frac{n}{\varepsilon} \mathbb{E} \left( \int \left| \Delta^S_n(\tau, \beta) - \Delta^S_n(\tau, \beta_0) \right|^2 \pi(\tau) \frac{\pi}{2 + \eta} \pi(\tau)^{1 - \frac{2}{2 + \eta}} d\tau \right) + \mathbb{P} \left( \|\beta - \beta_0\|_B > M_n\delta_s \right)
\]

\[
= \frac{n}{\varepsilon} \mathbb{E} \left( \left| \Delta \hat{\psi}^S_n(\tau, \beta) - \mathbb{E}[\Delta \hat{\psi}^S_n(\tau, \beta)] \right|^2 \pi(\tau) \frac{\pi}{2 + \eta} \pi(\tau)^{1 - \frac{2}{2 + \eta}} d\tau \right) + \mathbb{P} \left( \|\beta - \beta_0\|_B > M_n\delta_s \right)
\]

\[
\leq C_{sn}(M_n\delta_s)^{2\gamma} \int \pi(\tau)^{1 - \frac{2}{2 + \eta}} d\tau + \mathbb{P} \left( \|\beta - \beta_0\|_B > M_n\delta_s \right) = o(1).
\]
These inequalities hold regardless of \( \varepsilon > 0 \) given the assumptions above and the definition of \( M_n \delta_{sn} \). To conclude, the stochastic equicontinuity result holds:

\[
\left( \int \left| \hat{\psi}_n S(\tau, \hat{\beta}_n) - \hat{\psi}_n S(\tau, \beta_0) \right| - \mathbb{E}[\hat{\psi}_n S(\tau, \hat{\beta}_n) - \hat{\psi}_n S(\tau, \beta_0)] \right|^2 \pi(\tau) \frac{2}{\tau \pi} \frac{1}{\pi} d\tau \right)^{1/2} = o_p(1/\sqrt{n}).
\]

**Lemma G17.** Suppose that \( \|\hat{\beta}_n - \beta_0\|_{\text{weak}} = O_p(\delta_n) \). Under Assumptions \( F11, F13, F14 \) and \( F16 \):

a) \[
\int \psi_\beta(\tau, u_n^*) \left( B \mathbb{E}(\hat{\psi}_n S(\tau, \hat{\beta}_n) - \hat{\psi}_n S(\tau, \beta_0)) - B \frac{d\mathbb{E}(\hat{\psi}_n S(\tau, \beta_0))}{d\beta} [\hat{\beta}_n - \beta_0] \right) \pi(\tau) d\tau = o(1/\sqrt{n}).
\]

b) \[
\int \psi_\beta(\tau, u_n^*) \left( B \mathbb{E}(\hat{\psi}_n S(\tau, \hat{\beta}_n) - \hat{\psi}_n S(\tau, \beta_0)) - B [\hat{\psi}_n S(\tau, \hat{\beta}_n) - \hat{\psi}_n S(\tau, \beta_0)] \right) \pi(\tau) d\tau = o(1/\sqrt{n}).
\]

c) \[
\int \left[ \psi_\beta(\tau, u_n^*) \left( B [\hat{\psi}_n (\tau) - \hat{\psi}_n S(\tau, \hat{\beta}_n)] \right) + \psi_\beta(\tau, u_n^*) \left( B [\hat{\psi}_n (\tau) - \hat{\psi}_n S(\tau, \hat{\beta}_n)] \right) \right] \pi(\tau) d\tau = o(1/\sqrt{n}).
\]

**Proof of Lemma G17:** Let \( R_n(\hat{\beta}_n, \beta_0) = \mathbb{E}(\hat{\psi}_n S(\tau, \hat{\beta}_n) - \hat{\psi}_n S(\tau, \beta_0)) - \frac{d\mathbb{E}(\hat{\psi}_n S(\tau, \beta_0))}{d\beta}[\hat{\beta}_n - \beta_0] \).

a) Since \( B \) bounded linear, the Cauchy-Schwarz inequality implies:

\[
\left| \int \psi_\beta(\tau, u_n^*) \left( B \mathbb{E}(\hat{\psi}_n S(\tau, \hat{\beta}_n) - \hat{\psi}_n S(\tau, \beta_0)) - B \frac{d\mathbb{E}(\hat{\psi}_n S(\tau, \beta_0))}{d\beta} [\hat{\beta}_n - \beta_0] \right) \pi(\tau) d\tau \right|
\]

\[
= \left| \int \psi_\beta(\tau, u_n^*) \left( B R_n(\hat{\beta}_n, \beta_0) \right) \pi(\tau) d\tau \right|
\]

\[
\leq M_B \left( \int \left| \psi_\beta(\tau, u_n^*) \right|^2 \pi(\tau) d\tau \right)^{1/2} \left( \int \left| R_n(\hat{\beta}_n, \beta_0) \right|^2 \pi(\tau) d\tau \right)^{1/2}
\]

\[
= o_p(1/\sqrt{n}).
\]
By definition of $M_n$ and the inequality above:

$$
\mathbb{P} \left( \left| \int \psi_\beta(\tau, u_n^*) \left( BR_n(\hat{\beta}_n, \beta_0) \right) \pi(\tau) d\tau \right| > \frac{\epsilon}{\sqrt{n}} \right) \\
\leq \mathbb{P} \left[ M_B^2 \left( \int |\psi_\beta(\tau, u_n^*)|^2 \pi(\tau) d\tau \right) \sup_{\|\beta - \beta_0\|_{\text{weak}} \leq M_n \delta_n} \left( \int |R_n(\beta, \beta_0)|^2 \pi(\tau) d\tau \right) > \frac{\epsilon^2}{n} \right] \\
+ \mathbb{P} \left( \|\hat{\beta}_n - \beta_0\|_B > M_n \delta_n \right)
$$

The term $\mathbb{P} \left( \|\hat{\beta}_n - \beta_0\|_B > M_n \delta_n \right) \to 0$ regardless of $\epsilon$. Furthermore, Assumption F16 i. implies that

$$
\sup_{\|\beta - \beta_0\|_{\text{weak}} \leq M_n \delta_n} \left( \int \left| \mathbb{E}(\hat{\psi}_n^S(\tau, \beta) - \hat{\psi}_n^S(\tau, \beta_0)) - \frac{d\mathbb{E}(\hat{\psi}_n^S(\tau, \beta_0))}{d\beta} [\beta - \beta_0] \right|^2 \pi(\tau) d\tau \right)^{1/2}
$$

$$
\leq \sup_{\|\beta - \beta_0\|_{\text{weak}} \leq M_n \delta_n} \left( \int |R_n(\beta, \beta_0)|^2 \pi(\tau) d\tau \right)^{1/2} = O \left( (M_n \delta_n)^2 \right).
$$

Furthermore Assumption F14 iii., condition (F.3) implies that $(M_n \delta_n)^{1+\gamma} = o\left( \frac{1}{\sqrt{n \log n}} \right)$. Since $\gamma \in (0, 1]$ it implies $(M_n \delta_n)^2 = o(1/\sqrt{n})$ and thus:

$$
\mathbb{P} \left( \left| \int \psi_\beta(\tau, u_n^*) \left( BR_n(\hat{\beta}_n, \beta_0) \right) \pi(\tau) d\tau \right| > \frac{\epsilon}{\sqrt{n}} \right) = o(1)
$$

regardless of $\epsilon > 0$. Finally:

$$
\int \psi_\beta(\tau, u_n^*) \left( BR_n(\hat{\beta}_n, \beta_0) \right) \pi(\tau) d\tau = o_p(1/\sqrt{n}).
$$

b) Let $\Delta_n^S(\tau, \beta) = \hat{\psi}_n^S(\tau, \beta) - \mathbb{E}[\hat{\psi}_n^S(\tau, \beta)]$. By the stochastic equicontinuity result of Lemma G16 and the Cauchy-Schwarz inequality:

$$
\left| \int \psi_\beta(\tau, u_n^*) \left( B[\Delta_n^S(\hat{\beta}_n) - \Delta_n^S(\beta_0)] \right) \pi(\tau) d\tau \right|
\leq \left( \int |\psi_\beta(\tau, u_n^*)|^2 \pi(\tau) d\tau \right)^{1/2} \left( \int \left| B[\Delta_n^S(\hat{\beta}_n) - \Delta_n^S(\beta_0)] \right|^2 \pi(\tau) d\tau \right)^{1/2}
\leq M_B \left( \int |\psi_\beta(\tau, u_n^*)|^2 \pi(\tau) d\tau \right)^{1/2} \left( \int \left| [\Delta_n^S(\hat{\beta}_n) - \Delta_n^S(\beta_0)] \right|^2 \pi(\tau) d\tau \right)^{1/2}
\leq M_B \left( \int |\psi_\beta(\tau, u_n^*)|^2 \pi(\tau) d\tau \right)^{1/2} \left( \int \pi(\tau)^{1 - \frac{2}{2+\gamma}} d\tau \right)^{1/2} o_p(1/\sqrt{n})
= o_p(1/\sqrt{n}).
$$
c) Let \( \varepsilon_n = \pm \frac{1}{\sqrt{nM_n}} = o(\frac{1}{\sqrt{n}}) \). For \( h \in (0, 1) \) define \( \hat{\beta}(h) = \hat{\beta}_n + h\varepsilon_n u_n^* \). Since \( \hat{\beta}_n = \hat{\beta}(0) \).

Recall that \( \hat{\beta}_n \) is the approximate minimizer of \( \hat{Q}_n^S \) so that:

\[
0 \leq \hat{Q}_n^S(\hat{\beta}_n) \leq \inf_{\beta \in B_k(\alpha)} \hat{Q}_n^S(\beta) + O_p(\eta_n).
\]

Hence the following holds:

\[
0 \leq \frac{1}{2} \left( \hat{Q}_n^S(\hat{\beta}(1)) - \hat{Q}_n^S(\hat{\beta}(0)) \right) + O_p(\eta_n) \quad \text{(G.5)}
\]

\[
= \frac{1}{2} \left[ \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right) \pi(\tau)d\tau \quad \text{(G.6)}
\]

\[
+ \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right) \pi(\tau)d\tau \quad \text{(G.7)}
\]

\[
+ \int B \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right) \left( \int \pi(\tau)d\tau \right) + O_p(\eta_n). \quad \text{(G.8)}
\]

To prove Lemma (G17 c), (G.6)-(G.7) are expanded and shown to be \( o_p(1/\sqrt{n}) \) and (G.8) is bounded, shown to be negligible under the assumptions.

The first step deals with (G.8):

\[
\left( \int \left| B \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right) \right|^2 \pi(\tau)d\tau \right)^{1/2}
\]

\[
\leq M_B \left( \int \left| \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right|^2 \pi(\tau)d\tau \right)^{1/2}
\]

\[
\leq \left( \int \left| \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right|^2 \pi(\tau)d\tau \right)^{1/2}
\]

\[
+ \left( \int \left| \hat{\psi}_n^S(\tau, \hat{\beta}(t)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right|^2 \pi(\tau)d\tau \right)^{1/2}
\]

By the triangular inequality and the stochastic equicontinuity results from Lemma (G16)

\[
\left( \int \left| \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right|^2 \pi(\tau)d\tau \right)^{1/2} = O_p \left( \frac{\sqrt{C_{sn}(M_n\delta_{sn})}}{\sqrt{n}} \right).
\]

Also, note that \( \hat{\beta}(1) = \hat{\beta}(0) + \varepsilon_n u_n^* \), so that the Mean Value Theorem applies to last term:

\[
\left( \int \left| \hat{\psi}_n^S(\tau, \hat{\beta}(t)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right|^2 \pi(\tau)d\tau \right)^{1/2} = \left( \int \left| \frac{d\hat{\psi}_n^S(\tau, \hat{\beta}(h))}{dh} \right| \varepsilon_n u_n^* \right)^2 \pi(\tau)d\tau.
\]
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for some intermediate value $\tilde{h} \in (0, 1)$. Also, by assumption:

$$\left( \int \left| \frac{d\mathbb{E}[\hat{\psi}_n^S(\tau, \hat{\beta}(t))]}{d\beta} \right|^2 \pi(\tau) d\tau \right)^{1/2} = O_p(1).$$

Together these two elements imply:

$$\left( \int \left| \mathbb{E}[\hat{\psi}_n^S(\tau, \hat{\beta}(t)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1))] \right|^2 \pi(\tau) d\tau \right)^{1/2} = O(\varepsilon_n).$$

This yields the bound for (G.8):

$$\int \left| B \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right) \right|^2 \pi(\tau) d\tau \leq O_p(\varepsilon_n^2) + O_p((M_n\delta_n)^{2\gamma}C_{sn}).$$

The remaining terms, (G.6)-(G.7), are conjugates of each other. A bound for (G.6) is also valid for (G.7). Expanding (G.6) yields:

$$\int B \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right) \pi(\tau) d\tau \quad \text{(G.6)}$$

$$= \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) \left[ B \left( \Delta_n^S(\tau, \hat{\beta}(0)) - \Delta_n^S(\tau, \hat{\beta}(1)) \right) \right] \pi(\tau) d\tau \quad \text{(G.9)}$$

$$+ \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n(\tau, \hat{\beta}(0)) \right) B \mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right) \pi(\tau) d\tau. \quad \text{(G.10)}$$

Applying the Cauchy-Schwarz inequality to (G.9) implies:

$$\left| \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) \left[ B \left( \Delta_n^S(\tau, \hat{\beta}(0)) - \Delta_n^S(\tau, \hat{\beta}(1)) \right) \right] \pi(\tau) d\tau \right| \quad \text{(G.9)}$$

$$\leq M_B \left( \int \left| B \hat{\psi}_n(\tau) - B \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right|^2 \pi(\tau) d\tau \right)^{1/2} \quad \text{(G.11)}$$

$$\times \left( \int \left| \Delta_n^S(\tau, \hat{\beta}(0)) - \Delta_n^S(\tau, \hat{\beta}(1)) \right|^2 \pi(\tau) d\tau \right)^{1/2} \quad \text{(G.12)}$$

The term (G.11) can be bounded above using the triangular inequality:

$$\left( \int \left| B \hat{\psi}_n(\tau) - B \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right|^2 \pi(\tau) d\tau \right)^{1/2} \leq M_B \left( \int \left| \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \beta_0) \right|^2 \pi(\tau) d\tau \right)^{1/2}$$

$$+ \left( \int \left| B \hat{\psi}_n^S(\tau, \beta_0) - B \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right|^2 \pi(\tau) d\tau \right)^{1/2}. $$
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An application of Lemma G13 and the geometric ergodicity of \((y^*_t, x_t)\) yields:

\[
\left( \int \left| \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \beta_0) \right|^2 \pi(\tau) d\tau \right)^{1/2} = O_p(1/\sqrt{n}).
\]

Expanding the term in \(\hat{\psi}_n^s\) yields:

\[
\left( \int \left| B \hat{\psi}_n^s(\tau, \beta_0) - B \hat{\psi}_n^s(\tau, \hat{\beta}(0)) \right|^2 \pi(\tau) d\tau \right)^{1/2} \\
\leq \left( \int \left| B \mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0) - \hat{\psi}_n^s(\tau, \hat{\beta}(0))] - \mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0) - \hat{\psi}_n^s(\tau, \hat{\beta}(0))] \right|^2 \pi(\tau) d\tau \right)^{1/2} \\
+ MB \left( \int \left| \hat{\psi}_n^s(\tau, \beta_0) - \hat{\psi}_n^s(\tau, \hat{\beta}(0)) - \mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0) - \hat{\psi}_n^s(\tau, \hat{\beta}(0))] \right|^2 \pi(\tau) d\tau \right)^{1/2} \\
\leq \left( \int \left| B \mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0) - \hat{\psi}_n^s(\tau, \hat{\beta}(0))] \right|^2 \pi(\tau) d\tau \right)^{1/2} + O_p \left( \frac{(M_n \delta_n)^\gamma \sqrt{C_{sn}}}{\sqrt{n}} \right) \\
\leq MB \left( \int \left| \mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0) - \hat{\psi}_n^s(\tau, \hat{\beta}(0))] - \frac{d\mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0)]}{d\beta} [\beta_0 - \hat{\beta}(0)] \right|^2 \pi(\tau) d\tau \right)^{1/2} \\
+ \left( \int \left| B \frac{d\mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0)]}{d\beta} [\beta_0 - \hat{\beta}(0)] \right|^2 \pi(\tau) d\tau \right)^{1/2} + O_p \left( \frac{(M_n \delta_n)^\gamma \sqrt{C_{sn}}}{\sqrt{n}} \right)
\]

Note that:

\[
\left( \int \left| \mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0) - \hat{\psi}_n^s(\tau, \hat{\beta}(0))] - \frac{d\mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0)]}{d\beta} [\beta_0 - \hat{\beta}(0)] \right|^2 \pi(\tau) d\tau \right)^{1/2} = O_p(M_n \delta_n)
\]

by assumption and

\[
\left( \int \left| B \frac{d\mathbb{E}[\hat{\psi}_n^s(\tau, \beta_0)]}{d\beta} [\beta_0 - \hat{\beta}(0)] \right|^2 \pi(\tau) d\tau \right)^{1/2} = \| \hat{\beta}_n - \beta_0 \|_{weak}
\]

by definition. Furthermore, the rate is \(\| \hat{\beta}_n - \beta_0 \|_{weak} = O_p(\delta_n)\) by assumption. Overall, the following bound holds for (G.10):

\[
\left( \int \left| B \hat{\psi}_n(\tau) - B \hat{\psi}_n^s(\tau, \hat{\beta}(0)) \right|^2 \pi(\tau) d\tau \right)^{1/2} \leq O_p \left( \frac{1}{\sqrt{n}} \right) + O_p (\delta_n) + O_p \left( \frac{(M_n \delta_n)^\gamma \sqrt{C_{sn}}}{\sqrt{n}} \right).
\]
Re-arranging (G.12) to apply the stochastic equicontinuity result again yields:

\[
\left( \int \left| \Delta_n^S(\tau, \hat{\beta}(0)) - \Delta_n^S(\tau, \hat{\beta}(1)) \right|^2 \pi(\tau) d\tau \right)^{1/2} \\
\leq \left( \int \left| \Delta_n^S(\tau, \beta_0) - \Delta_n^S(\tau, \hat{\beta}(1)) \right|^2 \pi(\tau) d\tau \right)^{1/2} \\
+ \left( \int \left| \Delta_n^S(\tau, \beta_0) - \Delta_n^S(\tau, \hat{\beta}(0)) \right|^2 \pi(\tau) d\tau \right)^{1/2} \\
= O_p \left( \frac{(M_\delta \delta_n)^\gamma \sqrt{C_{\delta_n}}}{\sqrt{n}} \right).
\]

Using the bounds for (G.10) and (G.12) yields the bound for (G.9):

\[
\left| \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) \left[ B \left( \Delta_n^S(\tau, \hat{\beta}(0)) - \Delta_n^S(\tau, \hat{\beta}(1)) \right) \right] \pi(\tau) d\tau \right| \\
\leq O_p \left( \frac{(M_\delta \delta_n)^\gamma \sqrt{C_{\delta_n}}}{\sqrt{n}} \right) O_p \left( \max \left( M_\delta \delta_n, \frac{1}{\sqrt{n}}, \frac{(M_\delta \delta_n)^\gamma \sqrt{C_{\delta_n}}}{\sqrt{n}} \right) \right).
\]

To bound (G.10), apply the Mean Value theorem up to the second order:

\[
\int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) - \hat{\psi}_n^S(\tau, \hat{\beta}(1)) \right) \pi(\tau) d\tau \\
= - \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \frac{d\mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right)}{d\beta} [\varepsilon_n u_n^*] \pi(\tau) d\tau \\
+ \frac{1}{2} \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \frac{d^2\mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right)}{d\beta d\beta} [\varepsilon_n u_n^*, \varepsilon_n u_n^*] \pi(\tau) d\tau \\
= - \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \frac{d\mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right)}{d\beta} [\varepsilon_n u_n^*] \pi(\tau) d\tau \\
+ O_p(\varepsilon_n^2) \\
+ \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \left[ \frac{d\mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right)}{d\beta} - \frac{d\mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right)}{d\beta} [\varepsilon_n u_n^*] \right] \pi(\tau) d\tau.
\]

Where the $O_p(\varepsilon_n^2)$ term comes from the Cauchy-Schwarz inequality and the assumptions:

\[
\left| \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) \frac{1}{2} B \frac{d^2\mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(\bar{t})) \right)}{d\beta d\beta} [\varepsilon_n u_n^*, \varepsilon_n u_n^*] \pi(\tau) d\tau \right|^2 \\
\leq \frac{\varepsilon_n^2}{2} \left( \int \left| B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) \right|^2 \pi(\tau) d\tau \right) \int \left| B \frac{d^2\mathbb{E} \left( \hat{\psi}_n^S(\tau, \hat{\beta}(\bar{t})) \right)}{d\beta d\beta} [u_n^*, u_n^*] \right|^2 \pi(\tau) d\tau.
\]

It was shown above that:

\[
\left( \int \left| B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) \right|^2 \pi(\tau) d\tau \right) = O_p \left( \max \left( M_\delta \delta_n, \frac{1}{\sqrt{n}}, \frac{(M_\delta \delta_n)^\gamma \sqrt{C_{\delta_n}}}{\sqrt{n}} \right) \right).
\]
Also, by Assumption F16 ii.: 

\[
\left( \int B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \hat{\beta}(t)))}{d\beta d\beta} [u_n^*, u_n^*]^2 \pi(\tau) d\tau \right) = O_p(1).
\]

Finally, applying the Cauchy-Schwarz inequality to the last term of the expansion of (G.10) yields:

\[
\int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) \left[ B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \hat{\beta}(0)))}{d\beta} [\varepsilon_n u_n^*] - B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \beta_0))}{d\beta} [\varepsilon_n u_n^*] \right] \pi(\tau) d\tau \\
\leq \left( \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right)^2 \pi(\tau) d\tau \right)^{1/2} \\
\times \varepsilon_n \left( \int B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \hat{\beta}(0)))}{d\beta} [u_n^*] - B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \beta_0))}{d\beta} [u_n^*]^2 \pi(\tau) d\tau \right)^{1/2} \\
= O_p \left( \varepsilon_n \max \left( \delta_n, \frac{1}{\sqrt{n}}, \frac{(M_n \delta_{sn})^\gamma \sqrt{C_{sn}}}{\sqrt{n}} \right) \right) .
\]

Using inequality (G.5) together with the bounds above and the expansions of (G.6) and (G.7) yields:

\[
0 \leq - \varepsilon_n \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \beta_0))}{d\beta} [u_n^*] \pi(\tau) d\tau \\
- \varepsilon_n \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(0)) \right) B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \beta_0))}{d\beta} [u_n^*]^2 \pi(\tau) d\tau \\
+ O_p \left( \varepsilon_n^2 \right) + O_p \left( \frac{M_n^2 C_{sn}}{\sqrt{n}} \max \left( \delta_{wn}, \frac{1}{\sqrt{n}}, \frac{M_n^2 C_{sn}}{\sqrt{n}} \right) \right) \\
+ O_p \left( \varepsilon_n \delta_{wn} \max \left( \delta_{wn}, \frac{1}{\sqrt{n}}, \frac{M_n^2 C_{sn}}{\sqrt{n}} \right) \right) + O_p \left( \frac{M_n^2 C_{sn}^2}{n} \right) .
\]

Since \( \varepsilon_n = \pm \frac{1}{\sqrt{n} M_n} \), dividing by \( \varepsilon_n \) both keeps and flips the inequality so that:

\[
\int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(t)) \right) B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \hat{\beta}(0)))}{d\beta} [u_n^*] \pi(\tau) d\tau \\
+ \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^S(\tau, \hat{\beta}(t)) \right) B \frac{d^2 \mathbb{E}(\hat{\psi}_n^\delta(\tau, \beta_0))}{d\beta} [u_n^*]^2 \pi(\tau) d\tau \\
= O_p(\varepsilon_n) + O_p \left( \frac{(M_n \delta_{sn})^\gamma \sqrt{C_{sn}}}{\varepsilon_n \sqrt{n}} \max \left( M_n \delta_n, \frac{1}{\sqrt{n}}, \frac{(M_n \delta_{sn})^\gamma \sqrt{C_{sn}}}{\sqrt{n}} \right) \right) \\
+ O_p \left( \max \left( M_n \delta_n, \frac{1}{\sqrt{n}}, \frac{(M_n \delta_{sn})^\gamma \sqrt{C_{sn}}}{\sqrt{n}} \right) \delta_n \right) + O_p \left( \frac{(M_n \delta_{sn})^{2\gamma} C_{sn}}{\varepsilon_n n} \right) .
\]
By construction, $\varepsilon_n = o_p(1/\sqrt{n})$ and the assumptions imply that

$$M_n^{1+\gamma}\delta_{\max} C_{\max} \max \left( M_n, \frac{1}{\sqrt{n}}, (M_n\delta_{\max})^{\gamma} \frac{C_{\max}}{\sqrt{n}} \right) = o(1/\sqrt{n})$$

and

$$\frac{M_n^{2+\gamma}\delta_{\max}^2 C_{\max}^2}{\sqrt{n}} = o(1/\sqrt{n}).$$

To conclude the proof, note that:

$$\int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^\beta(\tau, \hat{\beta}_n) \right) B \frac{d\mathbb{E}(\hat{\psi}_n^\beta(\tau, \beta_0))}{d\beta}[u_n^*] \pi(\tau) d\tau$$

$$+ \int B \left( \hat{\psi}_n(\tau) - \hat{\psi}_n^\beta(\tau, \hat{\beta}_n) \right) B \frac{d\mathbb{E}(\hat{\psi}_n^\beta(\tau, \beta_0))}{d\beta}[u_n^*] \pi(\tau) d\tau$$

$$= \int [\psi_\beta(\tau, u_n^*) \left( B[\hat{\psi}_n(\tau) - \hat{\psi}_n^\beta(\tau, \hat{\beta}_n)] + \overline{\psi}_\beta(\tau, u_n^*) \left( B[\hat{\psi}_n(\tau) - \hat{\psi}_n^\beta(\tau, \hat{\beta}_n)] \right) \right]$$

$$= o_p(1/\sqrt{n}).$$

**Proof of Theorem F6.** Using Assumption F15, the difference between $\phi$ evaluated at $\hat{\beta}_n$ and at the true value $\beta_0$ can be linearized:

$$\frac{\sqrt{n}}{\sigma_n^*} \left( \phi(\hat{\beta}_n) - \phi(\beta_0) \right)$$

$$= \frac{\sqrt{n}}{\sigma_n^*} \frac{d\phi(\beta_0)}{d\beta} [\hat{\beta}_n - \beta_0] + o_p(1)$$

$$= \frac{\sqrt{n}}{\sigma_n^*} \frac{d\phi(\beta_0)}{d\beta} [\hat{\beta}_n - \beta_{0,n}] + o_p(1)$$

$$= \sqrt{n} \langle u_n^*, \hat{\beta}_n - \beta_{0,n} \rangle + o_p(1)$$

$$= \sqrt{n} \langle u_n^*, \hat{\beta}_n - \beta_0 \rangle + o_p(1)$$

$$= \frac{\sqrt{n}}{2} \left( \int \left[ B\psi_\beta(\tau, u_n^*) B\psi_\beta(\tau, \hat{\beta}_n - \beta_0) + \overline{B}\psi_\beta(\tau, u_n^*) B\psi_\beta(\tau, \hat{\beta}_n - \beta_0) \right] \pi(\tau) d\tau. \right.$$

Using Lemma G16 a) and b), replace the term $B\psi_\beta(\tau, \hat{\beta}_n - \beta_0)$ under the integral with $B\hat{\psi}_n^\beta(\tau, \hat{\beta}_n) - B\hat{\psi}_n^\beta(\tau, \beta_0)$ so that:

$$\frac{\sqrt{n}}{\sigma_n^*} (\phi(\hat{\beta}_n) - \phi(\beta_0)) = \frac{1}{2} \left( \int \left[ B\psi_\beta(\tau, u_n^*) [B\hat{\psi}_n^\beta(\tau, \hat{\beta}_n) - B\hat{\psi}_n^\beta(\tau, \beta_0)] \right.$$

$$+ \overline{B}\psi_\beta(\tau, u_n^*) [B\hat{\psi}_n^\beta(\tau, \hat{\beta}_n) - B\hat{\psi}_n^\beta(\tau, \beta_0)] \right] \pi(\tau) d\tau + o_p(1).$$
Now Lemma[16] c) implies that \( B\hat{\psi}_n^S(\tau, \hat{\beta}_n) \) can be replaced with \( B\hat{\psi}_n(\tau) \) up to a \( o_p(1/\sqrt{n}) \) so that the above becomes:

\[
\frac{\sqrt{n}}{\sigma_n^*} \left( \phi(\hat{\beta}_n) - \phi(\beta_0) \right) = \frac{\sqrt{n}}{2} \left( \int \left[ B\psi_\beta(\tau, u_n^*)BZ^S_\tau(\tau) + B\bar{\psi}_\beta(\tau, u_n^*)BZ^S_\tau(\tau) \right] \pi(\tau)d\tau + o_p(1).
\]

To conclude, apply a Central Limit Theorem to the scalar and real-valued random variable variable:

\[
\frac{1}{2} \int \left[ B\psi_\beta(\tau, u_n^*)BZ^S_\tau(\tau) + B\bar{\psi}_\beta(\tau, u_n^*)BZ^S_\tau(\tau) \right] \pi(\tau)d\tau.
\]

Because of \( u_n^* \) and the geometric ergodicity of the simulated data, a CLT for non-stationary mixing triangular arrays is required: results in [Wooldridge & White (1988); de Jong (1997)] can be applied. For any \( \delta > 0 \):

\[
\mathbb{E} \left( \left| \int \left[ \psi_\beta(\tau, u_n^*)Z^S_\tau(\tau) + \bar{\psi}_\beta(\tau, u_n^*)Z^S_\tau(\tau) \right] \pi(\tau)d\tau \right|^{2+\delta} \right) \\
\leq 2^{2+\delta} \left[ \mathbb{E} \left( \left| \int \left[ \psi_\beta(\tau, u_n^*)Z^S_\tau(\tau) \right] \pi(\tau)d\tau \right|^{2+\delta} \right) \right]^{2+\delta} \\
\leq 2^{2+\delta} \left( \int |B\psi_\beta(\tau, u_n^*)|^2 \pi(\tau)d\tau \right)^{\frac{2+\delta}{2}} \frac{\mathbb{E} \left( \int |BZ^S_\tau(\tau)|^2 \pi(\tau)d\tau \right)}{2^{\frac{2+\delta}{2}}}. \\
\]

By definition of \( u_n^* \) and \( \| \cdot \|_{weak} \):

\[
\left( \int |B\psi_\beta(\tau, u_n^*)|^2 \pi(\tau)d\tau \right)^{1/2} = \| u_n^* \|_{weak}/\sigma_n^* \in [1/\pi, 1/\alpha].
\]

Because \( B \) is bounded linear and \( |Z^S_\tau(\tau)| \leq 2:

\[
\left[ \mathbb{E} \left( \int |BZ^S_\tau(\tau)|^2 \pi(\tau)d\tau \right) \right]^{\frac{2+\delta}{2}} \leq [2M_B]^{2+\delta}.
\]

Eventually, it implies:

\[
\mathbb{E} \left( \left| \int \left[ \psi_\beta(\tau, u_n^*)Z^S_\tau(\tau) + \bar{\psi}_\beta(\tau, u_n^*)Z^S_\tau(\tau) \right] \pi(\tau)d\tau \right|^{2+\delta} \right) \leq \frac{[4M_B]^{2+\delta}}{a} < \infty.
\]

Given the mixing condition and the definition of \( \sigma_n^* \):

\[
\frac{\sqrt{n}}{2} \int \left[ B\psi_\beta(\tau, u_n^*)BZ^S_\tau(\tau) - B\mathbb{E}(Z^S_\tau(\tau)) \right] + B\bar{\psi}_\beta(\tau, u_n^*)[BZ^S_\tau(\tau) - B\mathbb{E}(Z^S_\tau(\tau))] \pi(\tau)d\tau \xrightarrow{d} N(0, 1).
\]

By geometric ergodicity and because the characteristic function is bounded \( \sqrt{n}|\mathbb{E}(Z^S_\tau(\tau))| \leq C_\rho/\sqrt{n} = o(1), \) hence:

\[
\frac{\sqrt{n}}{2} \int \left[ B\psi_\beta(\tau, u_n^*)BZ^S_\tau(\tau) + B\bar{\psi}_\beta(\tau, u_n^*)BZ^S_\tau(\tau) \right] \pi(\tau)d\tau \xrightarrow{d} N(0, 1).
\]

This concludes the proof. \(\square\)
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